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Preface

This issue of the Graue Reihe is based on the international summer school “Does 
size matter? Ethical, societal, legal and biological aspects of large animals as bio-
medical models”, which took place in Freising and Munich from October 10–
14, 2011. The summer school was a co-operation of the Europäische Akademie 
GmbH with the Chair of Livestock Biotechnology at the Technische Universität 
München. The 15 junior participants representing various relevant disciplines 
at PhD and Postdoc level came from seven European countries and Canada to 
present and discuss their work. Leading researchers in veterinary science, biomed-
ical research, philosophy and law brought diverse perspectives to a complex topic. 
Here, we present papers by eight junior and three senior participants.

We want to thank all lecturers and participants of the summer school for their 
insightful contributions. We explicitly extend our acknowledgement to those par-
ticipants who have for various reasons (including copyright issues within their the-
ses) not been able to contribute to this publication.

The assistance of staff at the TUM, in particular Barbara Bauer, and at the 
Europäische Akademie (Katharina Mader, Margret Pauels, Margret Heyen and 
Anja Schlochtermeier) was indispensable for the smooth organisation of the sum-
mer school. We are also greatful to Klaus Mainzer and Jörg Wernecke at the Carl 
von Linde-Akademie in Munich, where we presented the summer school to the 
public for discussion. This project was made possible by generous funding by the 
German Federal Ministry of Education and Research (BMBF).

 Köln and Freising, March 2012	
	 Kristin Hagen, Angelika Schnieke and Felix Thiele
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Editorial
Kristin Hagen, Angelika Schnieke and Felix Thiele

1. “does size matter?”

Most of our knowledge of gene function in health and disease has been obtained by 
intensive study of certain key species, notably the nematode C.elegans, the fruit-
fly D.melanogaster, the frog X.laevis, zebrafish and the domestic mouse. Among 
vertebrates, mice are by far the best studied, because for decades these were the 
only mammals where methods of precise genetic modification were possible. For 
example, mice represented 59,3% of the approximately 12 million individual ver-
tebrate animals registered in research within the EU in 2008 (European Com-
mission 2010:7, 10). The same report listed the following figures for other mam-
mals: rats 17,6%; other rodents including guinea pigs and rabbits 5,2%; ungulates 
1,4%; cats, dogs and other carnivores 0,3%; and non-human primates 0,08%. All 
species of birds, reptiles, amphibians and fish taken together represented 15,9%. 

“Large animal models” has become a common expression in biomedicine. It typi-
cally refers to any animal larger than mouse or rat, such as livestock (pigs, goats, 
sheep, cattle, horses, donkeys), cats, dogs and non-human primates1. This is, how-
ever, not a formal definition, but has rather developed within biomedical dis-
course, to distinguish such species from mice, rats, frogs, flies and worms2. Large 
animals often require different research infrastructure than small rodents, which 
has led to distinct research groups and distinct research facilities. 

Against this background it should be clear that we are not interested in body size 
as a tool for the biological classification of animals. Rather, we take the common 
usage of the expression as a starting point. We observe that the use of large animal 
models is considered increasingly valuable for biomedical research while it may 
at the same time be subject to stronger regulation and ethical controversy than 
experiments with more common small animals. Can these observations be gener-

1 Carnivores and primates are occasionally excluded because they get special attention in some legal and ethi-
cal contexts and are granted special housing and management conditions (see Varga, 113ff, and Brukamp, 
57ff. All page references in this Editorial refer to the Graue Reihe.). There is also a tradition from agricultural 
research to separate out “livestock biotechnology”. Rabbits are often classified as small animal models. How-
ever, they are large and uncommon compared with mice, so they are sometimes also classified as large animal 
models (as by Antunes and Silva, 150ff), and relatively often found in large animal research facilities.

2  A similar line is drawn in the USA even on the legal level, where rats and mice bred for scientific purposes 
are explicitly excluded from laboratory animal protection legislation and statistics.
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alized to all species considered large animal models, or do we need to look more 
closely at each species or particular taxa? What are the crucial attributes regard-
ing the choice of species in biomedical research? What could be the criteria for dif-
ferential ethical treatment of species, and why do some of the large animal species 
receive greater moral consideration? 

In his contribution to this volume Robert Heeger addresses this latter question 
(13ff). He concludes that sentient animals have similar interests (e.g., in avoiding 
pain), but that other morally relevant aspects, notably cognitive capacity, capabil-
ity to flourish, and sociability (which may, incidentally, be correlated with size) 
may give rise to species differentiation with regard to our moral duties. Capabil-
ity to flourish and sociability are aspects that are not yet strongly represented in 
animal ethics, which has been focused on pain perception and cognitive capaci-
ty, but Heeger’s stance that all sentient animals have similar interests with regard 
to pain, and that the extent of an animal’s mental complexity beyond sentience is 
nevertheless morally relevant, is more generally accepted.

Does an animal’s cognitive ability determine its capacity to suffer? In testing this 
connection, James Yeates focuses on pain (24ff). His analysis of available empiri-
cal evidence leads him to conclude that there are numerous connections between 
cognitive processes, and thus probable capacity, and experience of pain, but that 
these connections are diverse and depend on context, and that there is insufficient 
evidence to conclude that the cognitive abilities of an animal makes it experience 
more or less pain overall. As Yeates points out, the preferential use of “lower” ani-
mals (but above the threshold of experiencing pain at all) would need other logical 
defence – maybe linking cognition to other forms of suffering than pain, or argu-
ing that cognitive abilities somehow make animals more worthy of moral consid-cognitive abilities somehow make animals more worthy of moral consid-
eration (or worthy of moral consideration in other respects) irrespective of suf-
fering. This would correspond to Heeger’s argument that the more capacities an 
animal possesses the more forms of potential mistreatment it can experience, and 
that we need to consider ethical models that go beyond suffering.

As Ralf Müller-Terpitz writes in his contribution about the legal framework of 
large animal experimentation (47ff), if comparable results can be obtained with 
“less developed animals”, these should be preferred. However, this provision is 
made in the context of non-human primates. The only other species specifically 
mentioned in European legislation are cats and dogs, who are required to receive are cats and dogs, who are required to receiveare cats and dogs, who are required to receive 
special treatment, but not to be replaced by other species. The reason for special 
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treatment of cats and dogs is “a high level of public concern as to the fate of such 
animals” (Recital 26 Directive 2010/63/EU, European Parliament 2010).(Recital 26 Directive 2010/63/EU, European Parliament 2010).

The Directive does not pay much more attention to the justification of the differ-
ential treatment of primates: It simply states that “use of non-human primates is 
of the greatest concern to the public” (Recital 17) and that the use of great apes 
is restricted because they are “the closest species to human beings with the most 
advanced social and behavioural skills” (Recital 18). In practice, when preferential 
use of less cognitively developed animals for scientific purposes is advocated, the 
comparison refers exclusively to primates. In this context, it is therefore difficult 
to distinguish between concern for primates on the grounds of cognitive capacity, 
or other grounds, such as relatedness to humans3.

Kirsten Brukamp, in her contribution on treatment guidelines and ethical frame-
works for research involving non-human primates (57ff), points out how particu-
lar cognitive abilities make suffering beyond pain more likely: e.g., when an indi-
vidual of a social species is deprived of social contact. However, such distinction 
alone would not make a case for the differential treatment of primates, as evidence 
is accumulating in many taxa of cognitive abilities. This may be one reason why 
Brukamp does not rely on potential suffering alone, but calls for a bioethical posi-
tion to go beyond pathocentrism and take into account primates’ similarities and 
close-relatedness with humans, valuing complex (human-like) cognitive capaci-
ties as such. At the same time, she pinpoints a dilemma: “The vast similarities to 
humans are the reason why primates are examined in research, and exactly those 
similarities warrant special treatments that primates deserve [...]” (64).

The weight of this dilemma of epistemic versus ethical concerns is questioned by 
Lara Kutschenko in her analysis of relevant similarity in the light of biomedical 
experimentation (69ff). Kutschenko argues that from an epistemological point of 
view, the relatedness and similarity of humans and non-human primates are not 
sufficient reasons for using primates in research because humans and non-human 
primates may not be similar with regard to the specific research question. Accord-
ing to Kutschenko, different factors will be decisive depending on research ques-
tion and context. In some cases, specific cognitive capacities or specific brain 
structures may be important factors. 

3  This phenomenon has sometimes been coined “primatocentrism”. However, within other areas of animal 
protection, where for example the protection of wild animals is the issue, cetaceans will sometimes also 
be placed high on the moral hierarchy – probably due to our ample knowledge of their cognitive capaci-
ties and sociability.
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Lene Vammen Søndergaard and Mette Herskin (84ff), whose focus is on Alzhei-
mer’s disease, take as a starting point the goal of replacing primates with other 
animals as models for neurodegenerative diseases, while going beyond the rodent 
model. They point out that the longevity, larger body size, and more complex 
brain of the pig have been crucial factors for choosing pigs rather than rodents. By 
focusing on physiological homology, Søndergaard and Herskin’s approach illus-
trates Kutschenko’s thesis regarding the difficulty of extrapolations: the early-
stage practicalities of developing suitable animal models necessitates reference to 
homology in the hope that this will enhance the likelihood of relevant similarity.

Where Kutschenko argues from a philosophical point of view, Brigitte von Rechen-
berg (100ff) reaches very similar conclusions on the basis of her experience in 
musculoskeletal research. Here, body size is often a relevant biomechanical fac- body size is often a relevant biomechanical fac-
tor. However, von Rechenberg’s more general conclusion is that close attention to 
the research question and the experiments designed to address it are crucial for 
the optimal choice of model species, and striving for optimal research quality is a 
moral requirement in animal research.

The notion of relevant similarity is convergent with analysis of animal models in 
terms of their validity. Orsolya Varga (113ff) introduces the concept of validity(113ff) introduces the concept of validityintroduces the concept of validity 
and points out that the predictive validity of an animal model can only be known 
with hindsight. In attempts to maximise predictive validity it can make sense to 
consider aspects of face validity (including physiological homology and evolu-
tionary similarity) and construct validity (tailoring the animal’s attributes to the 
research question). However, according to Varga, there is no evidence that choos-
ing large animals because of size-related homologies increases a model’s validity, 
unless there is a direct biomechanical or physiological connection as exemplified 
in von Rechenberg’s work. 

The work by Barbara Rütgen and her colleagues (126ff) describes another proc-
ess of model development. Factors that support the use of the dog as an alternative 
model for haematopoietic malignancies include similarity of molecular changes in 
dogs and humans, and their shared environment. The latter is interesting because 
it shows that factors other than phylogenetic or physiological similarity, i.e., in 
this case the shared environment, can influence the validity of an animal model. 
While Rütgen and co-authors describe how the use of animals in which a diseaseuse of animals in which a disease 
occurs spontaneously can have a positive impact on validity (and avoids induc-
ing disease in model animals) they do however note that “the value of the canine“the value of the canine 
model also depends on the availability of rodent models that can reproduce the 
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disease as it occurs in dogs.” (130) This approach of using different animal mod-
els, notably, one small rodent model and one large animal model, is very common. 
In the United States, current FDA (Food and Drug Administration) requirements are 
that pre-clinical trials of a biomedical drug or device should use at least two differ-
ent animal models, rodent and non-rodent. 

The example of canine models for haematopoietic malignancies highlights anoth-
er aspect of inter-species value theory: animal models for veterinary rather than 
human medical progress. Katy Beck, as part of her work on transmissible spongi-
form encephalopathy (135ff) raises the question: If the research is to benefit, say, 
cattle, would that make it more justifiable to also use cattle in the experimental 
work? While at first sight it may seem intuitive that the pains of being an experimen-
tal animal for the benefit of one’s own species are more worthwhile than for other 
species, this does not stand up to closer scrutiny. Admittedly, when people con-
sent to be subjects in biomedical experiments they will probably be motivated more 
by benefits to human than to veterinary medicine. But an analogy with other spe-
cies relies either on the assumption of altruistic feelings4 and some form of consent, 
which is unlikely in most animals, or on a moral theory that promotes the sacrifice 
of individuals for a common good5. 

In choosing the model animal species for a particular research project, the predic-
tive value and the quality of the research data gained are of central importance, but 
there is also a legal requirement to use the “species with the lowest capacity to expe-
rience pain, suffering, distress or lasting harm” (Recital 13 Directive 2010/63/ EU, 
European Parliament 2010). This is context dependent; when it comes to minimiz-
ing negative impact the actual procedures are relevant because animal species may 
experience procedures differently. Aspects such as domestication, social structure 
and behavioural needs play an important role. This is also an area where the size 
question actually comes up: When tissue or blood sampling is required, small ani-
mals will be at a disadvantage. In some cases, several mice may be required to pro-
vide a sufficient mass of sample where a single larger animal would suffice. Insuf-
ficient attention is often paid to what the choice of species actually means to the 
animals involved. The work by Luis Antunes and Aura Silva (150ff) provides a 

4  Some evidence for altruistic feelings is available in some taxa, including primates.
5  Even if the latter were supported, the matter would still be complicated in animals. For example, it is 

questionable whether cattle in European agriculture have a sufficiently good life that they could benefit 
from such sacrifice at all, and whether there would, in the particular case of prion diseases, not be far 
more just approaches that required changes in the farming systems rather than biomedical research. 
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counter-example example: The rabbit is chosen on the basis of thorough consider-
ation of its species- (and breed-) specific characteristics and needs. 

How are we supposed to know which species will be least harmed in a particular 
research situation? We do have some species-specific biological evidence to support 
such choice, but we are very far from a deep understanding of the cognitive abilitieswe are very far from a deep understanding of the cognitive abilities 
and needs of any animal species, and we do not have a reliable inter-species (non-
anthropocentric, i.e., allowing comparison between non-human animal species or 
individuals) theory of cognition, let alone an inter-species value theory. Knowledge 
in comparative cognitive psychology and ethology is rapidly advancing. But what 
about an inter-species value theory as proposed by David DeGrazia (1996)? HowHow 
can we separate out and weigh notions of ability to perceive pain and suffer, having 
specific cognitive capacities, and similarity/relatedness/relationships with humans? 
Much more work is needed, and it seems understandable if there is some confusion 
in animal ethics committees that have to consider such questions.

If there are traditions (or other mechanisms) to preferentially allow research with 
rodents, these may not serve research quality or animal protection. There is no 
reason to assume that large animals are generally more prone to suffering than 
small rodents. The initiative to use more large animals is occasionally construct-
ed as a way to increase research quality and induce less animal suffering over-
all: Using a more suitable animal model to investigate a particular question may 
result in fewer animals being used in the process of achieving comparable scien-
tific progress6. The aim should be to achieve highest quality of research, and this 
should include the correct choice of species. At the same time it has to be kept 
in mind that all species considered here are capable of suffering and have highly 
developed cognitive abilities.

Kristin Hagen, Ph.D.
Priv.-Doz. Dr. med. Felix Thiele, M.Sc.
Europäische Akademie zur Erforschung von Folgen wissenschaftlich-tech-
nischer Entwicklungen Bad Neuenahr-Ahrweiler GmbH

Professor Angelika Schnieke, Ph.D.
Lehrstuhl für Biotechnologie der Nutztiere
Technische Universität München

6 However, it should be kept in mind that large animal biomedical research – like all biomedical research –  
is not primarily an animal protection initiative, but has its main motivation in answering scientific 
questions. 
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Experimenting on animals: 
When does their size matter morally?
Robert Heeger

1 Introduction

The debate about research involving animals ranges broadly over two distinct 
questions. The first asks whether animal research yields useful knowledge that 
could not be gained from other sources. The second concerns whether it is mor-
ally acceptable for humans to use animals in ways that can cause them harm. A 
positive answer to the scientific question does not settle the moral question, for it 
may be the case that an experiment that yields useful and relevant information is 
not morally acceptable. Therefore, one needs to consider the question of whether 
experimenting on animals can be morally justified.

But how should one tackle this question? One seemingly simple and attractive 
strategy would be to start by considering the relative moral status or moral impor-
tance of human beings and animals. One could suppose that there are three gen-
eral positions to choose from. The first is that human beings have a moral impor-
tance that animals lack and that for this reason there is a clear moral dividing line 
between human beings and animals. According to the second position, there is a 
sliding scale of moral importance which ranges from humans on the top to sin-
gle-celled creatures at the bottom. The third position is that human beings and 
either all, or at least sentient, animals are moral equals, which could imply that it 
is morally wrong to subject an animal to treatment that would be unacceptable in 
the case of humans. The question of whether animal experiments are morally jus-
tifiable could be regarded as merely a matter of deciding which of the three gener-
al positions is the most adequate – the position of a dividing line, that of a sliding 
scale, or that of moral equality. 

However, this strategy appears not to settle the question of justification in a help-
ful manner. Two examples may illustrate this. First, suppose it was possible to 
establish that which the positions of a dividing line and of a sliding scale assume: 
that humans have a higher moral status than animals. Yet, this is not enough to 
show that animals can justifiably be sacrificed for human purposes, for it may 
be that the morally ‘higher’ humans have a moral duty of care and compassion 
for ‘lesser’ beings. Second, from the moral-equality position does not necessari-
ly follow that harming animals in research should not be carried out, because the 
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moral-equality position could, in principle, allow for the conclusion that harmful 
experiments should be conducted both on animals and humans.

Since it appears that consideration of the relative moral status of human beings 
and animals does not settle the question of the justification of animal research, 
a different strategy has been brought forward. It has been proposed that a prom-
ising approach may be to ask about the morally relevant features of humans and 
animals. That means taking two steps. The first is to ask what features could 
make humans and animals subjects of moral concern, thus imposing constraints 
or limits on how they may be treated. The second step is to ask what weight 
such features should have in deciding the moral acceptability of research (Nuff-
ield 2005:40–1, 48). The present paper is favourable to this proposal. It will focus 
on the first step just mentioned, the question of what features could be morally 
relevant. According to widespread moral convictions, there are mainly four fea-
tures that have the potential to give rise to moral concern: sentience, higher cog-
nitive capacities, capability for flourishing, and sociability. At least one or all of 
these features may be applicable to specific animals, albeit to differing degrees. 
The moral convictions here referred to should not be dismissed as manifestations 
of an irrational attitude, for they can in many cases stand the test of critical reflec-
tion. For example, they can be supported by moral principles and be compatible 
with empirical evidence.

The size of experimental animals is not one of the features mentioned. Size as such 
is no moral touchstone. But size can matter morally if it is related to one or more of 
those features that may give rise to moral concern. This I will try to put forward.

2 sentience

One feature that can give rise to moral concern about humans and animals is 
their sentience. That humans and animals are sentient beings is morally important 
for instance for the following reasons. It matters to sentient beings how they are 
treated. They can be harmed and benefited. A basic moral principle says that it is 
wrong to cause them harm. If we share this view, we have reason to take a closer 
look at the sentience of animals.

How should we conceive of animal sentience? A sentient being is a being capa-
ble of having feelings, that is to say, mental states, such as sensations or emotion-
al states that are typically pleasant or unpleasant. In the literature on the mental 
life of animals it is stated that many animals – most or all of the vertebrates and 
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possibly some others, such as the cephalopods – can experience a wide variety of 
feelings. This is asserted, not as absolutely certain but as very reasonable and pre-
sumptive given currently available evidence (DeGrazia 1996: ch 5).

Let us first look at the unpleasant feelings. The animals mentioned can experience 
pain and distress. And there is good reason to think that most, if not all, of them can 
experience fear and anxiety and, one may assert even more confidently, suffering.

Some clarification of these terms is appropriate. Pain is an unpleasant or aversive 
experience typically associated with actual or potential tissue damage. Suffering 
is a highly unpleasant emotional state associated with more-than-minimal pain 
or distress. It has an umbrella function to the states of distress, fear, and anxiety. 
Distress is a typically unpleasant emotional response to the perception of environ-
mental challenges and to equilibrium-disrupting stimuli. Fear and anxiety appear 
to work hand in hand. Fear is an emotional response to what is taken to be danger 
– a response that is typically prompted by a known object in the immediate envi-
ronment, and typically focuses attention to facilitate protective action. Anxiety is 
an emotional response to what is taken to be a threat to one’s physical or psycho-
logical well-being. Typical behavioural and physiological details of anxiety found 
in animals are (1) motor tension, as seen in shakiness and jumpiness, (2) autonom-
ic hyperactivity (sweating, pounding heart, increased pulse and respiration, diar-
rhoea), (3) inhibition of behavioural repertoire in novel situations, and (4) hyper-
attentiveness, as seen in vigilance and scanning. There are probably great qualita-
tive differences among the anxious states of mind experienced by different species. 
Animals capable of having fear and anxiety are probably capable of suffering.

The literature discusses not only aversive states but also positive states. It says that 
the animals can have pleasures and enjoyments and, therefore, feel happy. 

Also these terms need some clarification. Pleasures are not simply sensations but 
feelings of some sort. Pleasures are desired for their own felt qualities (the attitude 
model, as stated by Sidgwick 1907:131). There are good reasons to believe that 
many animals can have pleasure. (1) Like the aversive mental states pleasure has a 
function. The aversive states motivate doing things that tend to make the unpleas-
ant experiences stop. Pleasure, too, is motivating. It attracts one to what is gen-
erally beneficial. (2) There are physiological indications: neural pathways appar-
ently associated with pleasure have been located in the brains of mammals, birds, 
and fish. (3) There are common sense observations of many animals acting as if 
they experience pleasure. Enjoyment stands for preferring, liking or desiring a 
pleasurable experience. The dog who finds eating pleasurable enjoys the activity. 
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The horse who gets pleasure from scratching against a post enjoys doing so. Feel-

ing happy is an occurring mental state of an individual over some stretch of time. 
Animals can feel happy because they can enjoy themselves. This is not the same 
as being happy in the long term. For example, in Aristotle and the classical utili-
tarians, the words ‘being happy’ can sum up a person’s well-being over a lifetime. 
One who is happy in this sense is disposed to make an overall positive judgement 
about the way his or her life is going, and feels good about it. Animals cannot be 
happy in this sense, unless they can make evaluative judgements about their lives 
as wholes, something one might reasonably doubt. But they can be happy in the 
sense that they feel happy. We could speak of their having happy lives if they most-
ly feel happy during their lifetimes. 

In conclusion, if (1) sentience is as morally important as stated in the beginning of 
this section, if (2) a sentient being is one capable of having pleasant or unpleasant 
feelings, and if (3) it is very reasonable to assert that many animals can have such 
feelings, then (4) there is reason to state that all of these animals possess the mor-
ally important feature of sentience.

3 Higher cognitive capacities

Sentience is not the only feature that can give rise to moral concern. More features 
are worth considering. One of these is that a being can have higher cognitive capaci-
ties. This means it can not only feel pain and pleasure, but can, for instance, also be 
conscious, have the powers of memory and anticipation, and the capability of learn-
ing. Human beings and many animals can be said to have these capacities in com-
mon. That they have them is relevant to our moral behaviour towards both human 
beings and animals: the capacities ought to have a determining influence on our 
moral duties towards them. In order to find out what this implies for the treatment 
of animals, we can use the more familiar human case as a point of reference. Using 
the human case as an aid, we can take a closer look at higher cognitive capacities 
and say that having them is being capable of self-consciousness, or the use of lan-
guage, or moral agency, or autonomy. Their moral relevance is that we are morally 
obliged to show respect for others as beings who have these capacities. For exam-
ple, we are not allowed to interfere with the moral agency of these beings by using 
them in potentially harmful experiments without their consent. This gives rise to 
the important question of whether animals too can have the just mentioned capaci-
ties. If they can have them, or can have them to a certain degree, then this is relevant 
to our moral behaviour towards them. For example, we should not ignore that an 
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animal may lack the capacity for full moral agency, but may nevertheless have other 
ways of expressing dissent to certain treatments, say by seeking to flee. Generally 
speaking, showing respect for animals that have higher cognitive capacities is tak-
ing into account that there are more morally questionable ways of mistreating them 
than there are of mistreating animals that do not exhibit such capacities. I will now 
focus on the four capacities mentioned: self-awareness, the use of language, moral 
agency, and autonomy (DeGrazia 1996:ch. 7; Bermudez 2007).

3.1 self-awareness

Are any nonhuman animals self-aware? One can usefully distinguish different 
sorts of self-awareness. The first and perhaps most basic one is bodily self-aware-

ness: awareness of one’s own body as distinct from other things, the rest of the 
environment. An example is the rabbit’s bodily self-awareness as she goes for a 
carrot. Another sort of self-awareness is social self-awareness, which involves 
understanding one’s social relations to others in one’s group, the expectations that 
follow from these, and how to work within these expectations towards desired 
goals. For instance, velvet monkeys have extensive knowledge about the particu-
larities of social relationships within their group. This knowledge includes consid-
erable understanding of how they themselves fit into the social structures of the 
group. Many other higher mammals are socially self-aware: other monkey species, 
Great Apes, the lesser apes, elephants, and dolphins. A third sort of self-awareness 
is introspective self-awareness of some of one’s own mental states. Some observa-
tions suggest that certain apes may have this complex activity. 

The three sorts of self-awareness may fall on a continuum of complexity – from 
simpler to more abstract mental capacities. So, one may say that self-awareness is 
not all-or-nothing but comes in different degrees.

3.2 Language

Language seems to enhance enormously the conceptual powers of a mind. Thus, 
an interesting part of understanding animals is understanding to what extent, if 
any, the mentality of animals is boosted by language. But the discussion about 
whether any animals have language is controversial. One reason is that scholars 
set differing standards for language possession. 
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An influential traditional standard says that language must meet two necessary 
conditions: an act of communication must have reference and syntax, that is to 
say, it must have content and it must follow some rules that determine a word’s 
or sign’s function by its position among other words or signs. According to this 
standard, beings either have language or don’t have it.

There are researchers who find this all-or-nothing view debatable. They argue 
that it seems more profitable to understand language as both multidimensional 
and gradational. Two dimensions are language comprehension and language pro-

duction. For instance, when children learn their first language and when adults 
learn foreign languages, their comprehension of others’ language exceeds produc-
tive capabilities. Both communicative feats – the receptive and the productive - 
come in degrees. Two other dimensions of language are the reference or content of 
words or signs and the understanding of syntactic rules. Also these achievements 
– referential and syntactical achievements – come in degrees.

In the literature about animal minds, it has been brought forward that also some 
animals show such communicative feats. Let me just mention two examples given 
there. Dolphins and sea lions have shown to comprehend combinations of com-
mands, demonstrating some capacity to master syntactical rules (Herman and 
Morrel-Samuels 1990:287, 296–7). Some apes have been taught to ask for things 
that interest them. These communications were first made nonverbally and later 
verbally (by pressing keys on a keyboard). They included, for instance, to ask for 
a tool to solve a problem, or to announce an intention (to go ‘outdoors’) (Savage-
Rumbaugh and Brakke 1990:325f).

If one does not keep to the all-or-nothing view of language but allows that there 
are different kinds and degrees of linguistic achievement, then it seems reasonable 
to say that some apes and cetaceans have used, and many of their con-specifics can 
learn, certain forms of language.

3.3 Moral agency

There are several defensible ways of understanding moral agency. One way is to 
take actions of animals as expressions of traits or dispositions that, in humans, 
are considered virtues. Such actions are, according to some authors, forms of 
moral agency. Many animals reveal dispositions to respond to natural goods and 
evils in socially useful ways. Mammals provide many examples. Mothers care ten-
derly for their babies. Orphans are adopted by other members of a group. Some-
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times animals care for old or feeble companions. Apparently, compassionate acts 
towards con-specifics are frequently observed.

Another way of understanding moral agency is to require virtuous action that is 
independent of conditioning and instinct. The literature supplies many examples 
of apparently virtuous behaviours that may be inexplicable in terms of instincts of 
conditioning. One such example is the case of porpoises helping drowning sailors 
(Sapontzis 1987:34); another example is altruistic or compassionate behaviour of 
chimpanzees (Goodall 1993:34).

A third way of understanding moral agency includes three requirements. A moral 
agent must be capable of (1) deliberating on the basis of what he/she takes to be 
moral reasons, (2) acting on the basis of such deliberation, and (3) justifying his/
her decisions with an explicit argument appealing to moral reasons. It is possible 
that no animal fully meets this standard. Perhaps animals who make certain tough 
choices (as in Goodall’s example) actually deliberate and act for moral reasons. 
The same may be true of dolphins who rescue humans (even if no tough choice is 
involved, Sapontzis’ example). But the requirement of moral justification, which 
involves giving an explicit argument, seems not to be within animals’ repertoire.

Perhaps this third way manifests the highest degree of moral agency known to ter-
restrial beings. However there are different kinds and degrees of moral agency.

3.4 Autonomy

Autonomy is not simply liberty – or freedom – of action. Liberty or freedom of 
action is the absence of external constraints that impede one from doing what one 
wants. Autonomy is more involved. Freedom of action implies governing one’s 
actions by one’s desires (doing what one wants to do). Autonomy implies govern-
ing these first-order desires by second-order desires (so that one wants what one 
wants to want, Frankfurt 1971:829–39). Autonomy is a second-order capacity 
to reflect critically upon one’s first-order desires and the ability either to identify 
with these or to change them in light of higher-order preferences or values (Dwor-
kin 1988:108). My higher-order preferences must stop somewhere with preferenc-
es or values that are ‘given’ to me, that come from ‘outside’ me. What non-chosen 
influences would be autonomy-subverting? Clear examples are obsessions, com-
pulsions, coercive threats, hypnosis, and the onset of dementia. But autonomy 
admits of degrees. There is more-or-less autonomous action.
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Do animals possess the capacity for critically evaluating the desires that move them 
to act, and sometimes modifying them on the basis of higher-order valuations? We 
do not know. The requisite mental complexity is very high. Abstraction is required, 
for the individual must be able to step back from her motivations and evaluate them. 
Perhaps we should be open to the possibility of some instances of autonomy of ani-
mals. But it would seem that the mental complexities involved are so high that prob-
ably very few – if any – nonhuman animals are autonomous.

Concluding, the higher cognitive capacities of a being are morally relevant. They ought 
to have a determining influence on our moral duties towards this being, as is obvious 
from the human case. Different animals can have one or more of the four mentioned 
capacities to a smaller or greater extent. The degree of an animal’s mental complexity 
beyond sentience is significant for our moral duties towards this animal. 

4 Capability to flourish

A further basis of moral concern is the idea of animals having a telos, a good, or 
species-specific needs. One might say that the animals flourish if they are able to 
satisfy their species-specific needs and to develop and use those capacities that ani-
mals of their species as a rule display. The concept of flourishing is morally impor-
tant because it expresses a more comprehensive idea of animal well-being than just 
freedom from pain and suffering. It enables one to say that things may go well or 
badly for an animal depending on how specific environmental conditions relate 
to its usual species-specific development. The concept seems to have clear force in 
relation to identifying circumstances that fundamentally violate the expression of 
significant biologically determined features of a species. For example, experimen-
tal animals spend most of their lives in cages or pens, not actually undergoing pro-
cedures. They need adequate space for a range of natural behaviours: appropriate 
social behaviour, exercise, foraging and play and solid floors of appropriate materi-
al. Where they are housed in small and barren cages, they cannot perform their full 
range of species-specific behaviours. Inadequate environments have been the direct 
cause of a range of adverse physiological and psychological effects. This is not to 
say that animals can flourish only in their natural environments. If they are provid-
ed with a sufficiently complex environment, they may in principle be able to develop 
their potential in similar ways to animals living in the wild. The important question 
to ask is whether their – more or less – artificial environment is appropriate with 
regard to their species-specifics capacities and needs. 
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5 sociability

Many authors in philosophy and animal ethics see sociability as creating a level of 
moral concern. According to these authors, being a member of some form of com-
plex community creates moral relations of rights and duties. In our context, this 
idea can be developed in mainly two ways.

First, there are animals which have established links with humans and come 
to share their lives and fate in complex ways – particularly dog, cat and horse. 
Humans have special responsibilities to these beings who form part of a commu-
nity with them. One may say that humans can have moral duties to animals due 
to their connectedness with them, and that the strength of these duties is (also) a 
function of the human-animal relationship.

Secondly, not only the relationship to humans establishes certain responsibilities, 
but also relationships that animals have among themselves. The Nuffield Coun-
cil on Bioethics writes that this becomes perhaps most clear in considering ani-
mals such as primates. The species-specific capacities that these animals normally 
develop also include complex social interactions with other animals. Many argue 
that expression of this behaviour is usually severely restricted in research. It is 
feared that such infringements cannot be alleviated in the same way as physio-
logical pain and suffering (by pain relieving medicines). The cage sizes that can 
be provided in conventional laboratories will always be inadequate. There are 
also concerns about how these social animals might experience the death of other 
research animals with which they have established relationships. Similar argu-
ments could be made with regard to other social animals, such as dogs. It seems 
plausible that sociability may interact with other features: if social dislocation 
causes distress or suffering or interferes with flourishing to a significant degree, 
the overall effect on the animal could be potentially serious.

6 Moral concern and ethical theory 

Four features have been presented which, according to widespread moral convic-
tions, can give rise to moral concern. Moreover, it has been stated in the introduc-
tion that the size of experimental animals can matter morally if it is related to one 
or more of those four features. In order to reach a conclusion, two questions need 
briefly be taken up. First, why do the four features rightly give rise to moral con-
cern? Secondly, why can size matter if it is related to these features? Looking for 
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answers, it seems useful also to turn to ethical theory because ethical theory can 
serve critical reflection on moral convictions.

Several authors in ethical theory, especially in animal ethics, have this answer to 
the question of why the four features rightly give rise to moral concern. The fea-
tures regard the interests of animals, and ethics is centrally concerned with inter-
ests. Interests or, collectively, welfare or well-being, form a large part of the sub-
ject matter of ethics. Interests include both ‘preference-interests’ and ‘welfare-
interests’ (Regan 1983), that is to say, the term ‘interest’ covers both having an 
interest in something or taking an interest in that thing, and the fact that some-
thing is in one’s interest, that it has a positive effect on one’s good, welfare, or 
well-being.

The second question was: why can size matter if it is related to the four features? 
An important, but possibly controversial answer one can get from ethical theory 
is some principle of equal consideration saying that equal moral weight should be 
given to the relevantly similar interests of different individuals. The crucial con-
cept here is that of relevantly similar interests. If equal consideration is extend-
ed to animals, then one must pay heed to their relevantly similar interests and to 
their relevantly different interests. Sentient animals, including humans, have rel-
evantly similar interests, for example, in avoiding pain. Pain is pain, no matter 
who has it. We could say that at the level of sentience, size does not matter moral-
ly. But regarding higher cognitive capacities, capability to flourish, and sociability 
we can note differences between animals, and these differences can be related to 
size. Then size does matter morally.

Professor Dr. Robert Heeger
Department of Philosophy
Ethics Institute
Utrecht University, The Netherlands
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Brain-pain: Do animals with higher cognitive
capacities feel more pain? Insights for species
selection in scientific experiments
James W. Yeates

Abstract

Recent legislative moves, such as the new EU Directive, encourage scientists to 
reduce suffering, by minimising pain and by using animals of lower cognitive abil-
ities. This underlies the use of invertebrates instead of vertebrates, non-mammals 
instead of mammals, and restrictions on the use of certain species, such as pri-
mates, especially great apes. 

If the basis for using “lower” animals is to avoid suffering, then its rationale 
depends on whether an animal’s cognitive abilities alter its capacity to suffer. This 
paper explores and tests this connection, focusing on the relationship between an 
animal’s cognitive capacity and its ability to experience pain. 

However, empirically testing this hypothesis is philosophically problematic. 
Instead, a theoretical approach is needed to identify ways in which cognition 
capacities may prevent, cause, alleviate, attenuate or augment pain. These cogni-
tive capacities can then be empirically investigated.

Pain involves both sensory and affective cortical areas such as the limbic and par-
alimbic systems and somatosensory cortex, which interact with other areas of 
cortical processing. Based on these neurological pathways, this paper looks at 
three (overlapping) aspects of pain processing: (1) sensory processing such as gate 
control theory, attention and distraction effects, episodic memory; (2) affective 
processing such as stimulus appraisal, biopsychosocial and diathesis-stress mod-
els; and (3) doxastic processes such as pain beliefs and problem solving. 

The paper concludes that the capacity to suffer pain requires a base-line cogni-
tive ability (“sentience”), which includes both sensory and affective components. 
Mammalian species, such as pigs and rodents, appear to be above this threshold. 
The possession of higher cognitive abilities is not a necessary condition of sen-
tience. For sentient animals, different animals may have varying propensities to 
experience pain in different contexts. For example, it may be tentatively suggest-
ed that animals with lower cognitive abilities may be more prone to some forms 
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of acute pain, whereas those with higher capacities may be predisposed to chron-
ic pain syndromes. 

However, there is insufficient evidence to conclude that “higher” animals 
experience more or less pain overall. As such, the basis for the use of lower 
animals needs more defence. This defence might link cognition to other forms 
of animal suffering. 

1 Introduction

An animal’s pain experiences may be determined by many different factors. They 
depend on the stimuli received. But, in addition, empirical evidence suggests that 
pain experiences are also affected by other factors. For humans, pain reportage 
and physical impairments are related only modestly and not all of the variation 
is necessarily due to differences in the stimuli involved (Waddell and Main 1984; 
Flor and Turk 1988). In mice, inflammation may not always be accompanied by 
sensitisation (Larsson et al. 2006). Some of these factors may have a genetic basis, 
insofar as genetic factors appear to partly determine pain perception, for example 
in mice (Belknap et al. 1983;	Panocka et al. 1986; Mogil 1999; Mogil et al. 1999a, 
b, 2000; Shir et al. 2001) and humans (Norbury et al. 2007; Nielsen et al. 2008; 
Fillingim et al. 2009). The apparent occurrence of intra-specific variation in indi-
viduals’ pain experiences raises the hypothesis that there might be inter-specific 
variation in individuals’ pain experiences, i.e., individuals of different species may 
have different capacities for pain experiences.

One determinant of variation in pain experiences may be differences in psycho-
logical capacities/cognitive ability (Price 2000; Woolf and Slater 2000). Despite a 
long tradition that the cerebral cortex was taken to be uninvolved in pain process-
ing (mainly based on observations on humans following cerebral lesions; Head 
and Holmes 1911), studies are increasingly demonstrating the involvement of cor-
tical areas such as the limbic and paralimbic systems and somatosensory cortex. 
There is a parallel increase in evidence that pain signalling and experience can 
depend on cognitive state (Price 2000). Contemporary theories and paradigms to 
pain and its control, such as gate control theory, biopsychosocial and diathesis-
stress models, have stressed the importance of psychological, conative, affective 
and attitudinal elements (amongst others). For example, on diathesis-stress mod-
els, cognitive ability may be a significant predisposition, which can interact with 
later injurious stresses. 
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Such relationships suggest there may be a more general relationship between capaci-
ties for cognition and pain. If an animal’s cognitive processes can affect its experi-
ence of pain, then it seems plausible to consider whether an animal’s capacity for 
cognitive processes can affect its capacity to experience pain.

It has been frequently observed that there is inter-species variation in cognitive 
capacities. We might consider this in terms of species with capacities for more or 
less complex cognitive processes – i.e. what is often termed “higher” and “lower” 
cognitive capacities. This is undoubtedly an over-simplification. Yet it is an inher-
ent and popular simplification, with adherents from Aristotle, through Morgan, 
to contemporary folk psychology views of humans as more cognitively complex 
than other species. This issue has substantial practical significance. Beliefs about 
animals’ cognitive abilities appear to affect how people treat them (Davis and 
Cheeke 1998) and many philosophers defend differential respect for humans ver-
sus other animals against accusations of speciesism by pointing to humans’ high-
er cognitive functions (e.g. Ben-Zeev 1982; Donagan1982; Gewirth1982). Simi-
lar arguments appear to underlie the greater protection afforded to primates, and 
to the placement of species on a “scala naturae” of neurophysiological sensitivity. 
Such a scale is then used to select experimental non-human animal models: less 
cognitively-developed animals should be, ceteris paribus, used in place of high-
er ones in experiments that may cause pain or other suffering. Taking this view 
as a starting hypothesis, we can ask the question of whether there might be rela-
tionships between animals’ cognitive capacities and their capacities to experience 
pain. More specifically, do “higher” cognitive capacities make an animal likely to 
experience “increased” pain experiences? Whether these scala naturae assump-
tions are empirically well-grounded has received little attention yet. 

This paper aims to begin an exploration of whether the scala naturae of neuro-
physiological sensitivity is justified by evaluating whether an animal’s cognitive 
capacities increase the likelihood or intensity of its pain experiences. This discus-
sion focuses on the axiological aspects of pain experiences, the things that make 
it unpleasant and worth avoiding (see Yeates 2011). This aspect of pain experienc-
es will depend upon modifiers such as the intensity, duration, frequency of pain 
experiences, alongside the animal’s propensity or likelihood of experiencing pain. 
It can also depend on the animal’s response to the pain, insofar as how they may 
cope or process the experience. This may lead to other affective responses (e.g. 
fear or anxiety), although this paper focuses on initial and directly associated 
feelings (e.g. feelings about the pain experience), rather than such wider or longer-
term effects. We are primarily concerned with whether higher cognitive function 
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leads to pain of higher intensity, duration or propensity. For shorthand, I shall use 
the terms “more” or “less” pain to denote any such variations. 

2 pain sensations

Pain is, in one sense, information. It “encodes” information about noxious states, 
such as their intensity, location and duration. This section considers the process-
ing of information about intensity, location and duration, which we shall describe 
as the sensation of pain. 

The basic perception of such dimensions in mammalian brains appears to be in 
the somatosensory cortices (Kenshalo and Isensee 1983; Kenshalo et al. 1988; 
Chudler et al. 1990; Bushnell et al. 1999), with anatomical, EEG, source-analysis 
and intracranial recording suggesting that the earliest pain-induced brain activ-
ity is in the secondary somatosensory cortex (Kunde and Treede 1993; Tarkka 
and Treede 1993; Ploner et al. 1999b; Craig 2002). Lesions in the somatosensory 
cortices have led to deficits in pain sensation (Ploner et al. 1999b; Bowsher et al. 
2004) and neurones correlating to skin pain have been identified in primary and 
secondary somatosensory cortices of monkeys (Robinson and Burton 1980; Ken-
shalo et al. 1988; Dong et al. 1989) and rats (Lamour et al. 1983; Guilbaud et al. 
1992; Follett and Dirks 1994) and the frontal cortex of rats (Mantz et al. 1988, 
1990). Specifically, the primary somatosensory cortex appears to localise cutane-
ous pain in primates (Kenshalo and Isensee 1983) and rats (Morrow et al. 1998; 
Paulson et al. 2000).

However, the somatosensory cortices (SSC) are not uniquely important in pain 
experiences. For example, a human subject who suffered a lesion in both prima-
ry and secondary somatosensory cortices appeared unable to localise or precisely 
describe a pain stimulus, but reported a poorly-defined unpleasant feeling (Ploner 
et al. 1999a). In monkeys, somatosensory cortices appear to be equivalently stim-
ulated in both awake and asleep subjects (Kenshalo and Isensee 1983; Kenshalo 
et al. 1988; Chudler et al. 1990). So, while the SSC may be important in the tem-
poro-spatial location of painful stimuli, it is not clear what function they serve in 
the intensity of frequency of pain experiences. This would suggest that the higher 
cognitive abilities associated with greater SCC function do not necessarily lead to 
greater pain experiences. 

Nevertheless, they may have less direct effects. The capacity to process informa-
tion about spatial and temporal location and intensity may have some axiological 
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effects on the pain experience. The spatial location of pain is important in cen-
tral (but not peripheral) allodynic effects whereby pain experiences sensitise the 
animal to experiencing more pain or increase the intensity of pain felt after sub-
sequent painful stimuli in the same location. Where such responses are adaptive, 
animals with the cognitive complexity for allodynia may avoid greater future pain 
from worsening injuries. However, where such responses are maladaptive they 
may increase pain.

The capacity to determine the timing of pain might affect pain experiences in 
several ways. The ability to temporally locate pain allows animals to know when 
pain will begin or end and that pain will begin, end or continue. The latter 
knowledge may help animals to cope, and higher animals that are able to antici-
pate pain’s end may therefore find pain experiences less unpleasant. Conversely, 
higher animals’ knowledge that pain is likely to continue may exacerbate their 
negative feelings. Whether temporal location is beneficial may depend on what 
pain the animal experiences, insofar as these will affect the animal’s beliefs 
about them. For example, higher animals may be better able to cope with repeat-
ed acute pain (Duncan and Petherick 1991) because the animal learns that the 
stimuli are of short duration and thus anticipates the end of the feeling (although 
higher animals may also anticipate future painful experiences in the interim). In 
contrast, higher animals may be less able to cope with long-term pain because 
they know that the pain will continue.

3 Attention

The perception of painful stimuli may also depend on the animal’s attention (Stein-
metz et al. 2000). This observation is based on electrophysiological and behav-
ioural studies in humans (Seminowicz and Davis 2007), monkeys (Dubner et al. 
1981; Bushnell et al. 1984; Hsiao et al. 1993; Meftah et al. 2002), cats (Casey and 
Morrow 1983) and chicken (Gentle 2001) and the increasing number of estab-
lished human psychiatric analgesic therapies based on altering patients’ attention 
(Eccleston 1995). Evidence from human studies suggests two ways attention can 
affect pain experiences: depending on distraction and focusing.

3.1 distraction 

Distraction appears to reduce pain experiences in humans and monkeys (McCaul 
and Haugtvedt 1982; Bushnell et al. 1985; Miron et al. 1989; Petrovic et al. 2000; 
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de Wied and Verbaten 2001; Dowman 2004; Terkelsen et al. 2004; Veldhuijzen 
et al. 2006). Utilising cognitive resources can reduce pain-related brain activity 
in humans, corresponding to neurobiological changes in primary and secondary 
somatosensory, insula, and cingulated cortices (Bushnell et al. 1999; Peyron et al. 
1999; Longe et al. 2001; Frankenstein et al. 2001; Bantick et al. 2002; Tracey at 
al. 2002; Petrovic et al. 2004; Seminowicz et al. 2004; Valet et al. 2004, Wiech et 
al. 2005), trigeminal nucleus caudalis and medial thalamus (Bushnell et al. 1984; 
Bushnell and Duncan 1989). Non-human animals with the cognitive capacity to 
be distracted may thus also experience less pain.

More precisely, the effect of increased ability to be distracted would depend on 
the underlying mechanism of that distraction. It may occur through the animal’s 
cognitive resources being completely sidetracked towards processing another 
stimulus at the expense of pain experiences in an all-or-nothing fashion. Alter-
natively, it could be that the animal’s attention is partially divided between pain-
ful and “other” stimuli (Eccleston and Crombez 1999), in an incremental reduc-
tion depending on the strength of the distraction. Ceteris paribus, animals more 
able to be sidetracked would experience pain less often (because they are side-
tracked); animals more able to divide attention would experience pain of lower 
intensity (because the attention is divided). If both mechanisms obtain, higher 
animals more able to divide attention might be expected to experience pain more 
frequently but of lower intensity. 

3.2 Focusing

Cognitive flexibility in attention allows animals not only to be distracted, but also 
to focus on painful stimuli. In general, focusing on pain appears to increase the 
intensity of the experience in humans (Absi and Rokke 1991), which would sug-
gest an increased capacity to focus may be associated with increased capacity to 
experience pain. 

More precisely, focusing may be based on two mechanisms analogous to those 
for distraction. It could be that animals are sidetracked towards pain, or that ani-
mals can alter the division of attention incrementally. The sidetracking account 
would suggest that (lower) animals that are more likely to be sidetracked are also 
more likely to focus: since they have limited resources they can be expected to 
focus on biologically salient stimuli (Crick and Koch 2006) such as pain (Dow-
nar et al. 2003). The dividing attention account would suggest that (higher) ani-
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mals able to divide attention are also less likely to focus because they can spare 
resources across a less focused range of processes. If both mechanisms obtain, 
then lower animals may experience pain more often and of higher intensity. Thus, 
the capacity to modulate attention can increase or decrease overall pain experi-
ences (Table 1). The effect of increased capacity for focusing may outweigh the 
effect of increased capacity for distraction – indeed focusing may have a more sig-
nificant effect.

Another complication to the above account is the evidence that at least some of the 
alterations in pain experiences, due to attention, may be because attention alters 
whether pain is processed by sensory or affective pathways. Which pathway is 
activated may alter the experience of pain (Malow et al. 1987). This may vary for 
acute versus chronic pain. For acute pain, focusing on sensory elements appears to 
decrease the severity of pain experiences and focusing on affective elements seems 
to increase the severity of experiences (Leventhal et al. 1979; Ahles et al. 1983; 
Dar and Leventhal 1993), whereas the relationship may be reversed for chronic 
pain (Rosenstiel and Keefe 1983; Phillips 1987; Vlaeyen and Linton 2000).

4 Affective processing and emotional coping

The limbic and paralimbic, i.e. anterior cingulate cortex and insular cortex, also 
appear to be involved in pain processing (Craig 2002, 2003; Bushnell and Apka-
rian 2006), with the insular cortex recruited immediately following the somato-
sensory activation (Frot and Mauguiere 2003). The limbic system appears to be 
especially important for emotional and motivational aspects of pain sensation 
(Bushnell and Apkarian 2006), with a significant correlation between anterior 
cingulate cortex (ACC) activity and a stimulus’ reported unpleasantness (Tölle 
et al. 1999) and pain intensity being attenuated by ACC lesions (Hassenbusch et 
al. 1990; Wilkinson et al. 1999) and cingulotomies (Foltz and Lowell 1962; Foltz 
and White 1968).

Limbic involvement is evinced in many mammals, including humans (Lentz et al. 
1998; Hutchinson et al. 1999; Frot and Mauguiere 2003), non-human primates 
(Friedmann and Murray 1986; Rausell and Jones 1991; Shi and Apkarian 1995; 
Koyama et al. 1998; Dostrovsky and Craig 1996), cats (Craig and Dostrovsky 
2001) and rabbits (Sikes and Vogt 1992). This suggests that many animals of vari-
ous neurophysiological sensitivities may experience affective elements of pain (e.g. 
its unpleasantness). Indeed, since the function, ontogeny and evolution of limbic 
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systems may be somewhat independent from prefrontal cortex development, pre-
frontal activity and capacities are not necessary for pain experience. The quality 
of the pain experience may be modulated by them, in particular the dorsal frontal 
cortical region may act as a top-down modulator of pain. This would suggest that 
animals with greater cortical activity may actually experience less painful experi-
ences (Lorenz et al. 2003).

However, neurophysiological sensitivity may also vary how well an animal can 
cope using affective processing, insofar as the capacity for other emotions may 
modulate the intensity of pain experiences. On the one hand, pain may be reduced 
by the presence of other feelings such as pleasure (Yeates and Main 2008) and 
anger (Janssen et al. 2001; Burns et al. 2003), although affective coping may 
depend on pain severity (Nicassio et al. 1995; Robinson et al. 1997; Riley et al. 
1999). Learning may also reduce pain experiences, for example conditioning may 
promote stress-induced analgesia (Flor et al. 2002b) and operant conditioning pro-
grammes may lead to lower pain-ratings (Flor et al. 2002a). On the other hand, 
other emotional states may increase pain experiences. They might delay recovery 
from painful pathology (Salovey et al. 2000). They might increase pain-sensitivity 
or cause pain, or vice-versa, or co-dependence (Robinson and Riley 1999). Anger 
may be associated with higher levels of pain (Fernandez and Turk 1995; Green-
wood et al. 2003), although this may depend on gender (Burns et al. 1996) and 
location of pain-source (Bruehl et al. 2003) and cause of pain (Materazzo et al. 
2000). Stress can also increase pain, as suggested by increased activation of the 
nucleus of the solitary tract and amygdale (De Lange et al. 2005) and the associa-
tion between stress and Complex Regional Pain Syndrome in humans. 

Cognitive biases can also affect pain experiences in humans (McCracken et al. 
1999, 2002). For example, anxiety can be associated with increased pain experi-
ences (Graffenried et al. 1978; Rhudy and Meagher 2000; Keogh and Cochrane 
2002), analgesia consumption (Nelson et al. 1998; Kain et al. 2000; Caumo et al. 
2002) and chronic pain prevalence (McWilliams 2003). Indeed, anxiety sensitiv-
ity (anxiety about likely anxiety symptoms) also appears related to chronic pain 
(Asmundson et al. 1999a, b; Norton et al. 1999) and lower acute pain thresholds 
(Keogh and Mansoor 2001; Keogh and Cochrane 2002). Depression	seems to be 
associated with chronic pain (Banks and Kerns 1996; Briley 2003; Greenberg et 
al. 2003), and antidepressants can be effective in controlling pain. The capacity 
for such biases may therefore lead to increased pain experiences. The reciprocal 
biases, such as optimism, may decrease pain. 
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More generally, the effect of animal’s cognitive processing may depend on the ani-
mal’s context. In particular, emotional processing may decrease pain where it is 
controllable, but increase uncontrollable pain where responses are maladaptive. 
The effect of emotional processing may also differ for chronic versus acute pain, 
insofar as the limbic system appears to be more important in chronic pain than 
acute pain (Apkarian et al. 2001). What kind of emotional processing occurs is 
likely to depend on the animal’s previous experiences and underlying cognitive 
state (especially on diathesis-stress models). For example, it seems likely that ani-
mals subject to laboratory husbandry conditions and painful interventions will 
more commonly suffer negative biases than positive biases. If so, then the net 
effect of the capacity for emotional biases may be to increase pain.

5 doxastic processing, pain beliefs and control

Insofar as pain is “information”, an animal’s doxastic reasoning abilities can affect 
how it processes painful stimuli. Higher animals may entertain beliefs about a 
pain’s cause, duration, permanence and the animal’s ability to control it (e.g. as 
assessed in Pain Beliefs and Perceptions Inventory (Williams and Thorn 1989; 
Williams and Keefe 1991) and Survey of Pain Attitudes (Jensen et al. 1994) tools), 
which may affect pain experiences and treatment response (Williams and Keefe 
1991; Williams et al. 1994; Tait and Chibnall 1998). Such beliefs require vary-
ing neurophysiological sensitivity. For example, beliefs about one’s coping abili-
ty, so-called “self-efficacy”(Bandura 1977; Bandura et al. 1987, 88; Weidenfeld et 
al. 1990; Lester et al. 1996; Villemure and Bushnell 2002) may require abilities to 
conceptualise pain, control and possibly self; the ability to receive beliefs through 
communication may be significantly enhanced by verbal abilities (as in cognitive 
therapy and other training). 

These beliefs may reduce pain and there is some evidence from human studies that 
knowledge by itself reduces unpleasantness associated with pain (mainly anxiety; 
Johnson 1973), especially if it makes animals “accept” pain (McCracken 1998; 
McCracken et al. 1999, 2003; Ridson et al. 2003; Viane et al. 2003). However, 
such beliefs may also increase pain, depending on the beliefs and their accuracy. 
Animals may also “catastrophise” about pain, and thereby worsen pain experi-
ences, as has been demonstrated in humans (Zautra and Manne 1992; Jacobsen 
and Butler 1996; France et al. 2002; Tripp et al. 2003). So whether such capacities 
make pain worse or better is probably highly contextual. For example, being able 
to anticipate control may lead to less pain in the placebo effect (Benedetti et al. 
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2005; Haour 2005), but may also lead to a nocebo effect, where negative expec-
tations increase reported pain (Benedetti et al. 1997). Higher doxastic capaci-
ties may be beneficial for animals who experience predictable, controllable and 
impermanent pain, whereas animals experiencing pain that appears unpredicta-
ble, uncontrollable and permanent may suffer more from knowing this.

The ability to entertain pain beliefs might allow higher animals’ pain to be 
reduced by cognitive therapy. Whether this means higher animals will experience 
less pain depends on two things. Firstly, it depends on whether cognitive therapy 
is thought to act on the “lower” pain processing or on “higher processing”. If the 
former, then this would suggest that higher animals’ amenability to cognitive ther-
apy affords them the potential to experience less pain.1 If the latter, then it could 
be argued that cognitive therapy only “undoes” the harm of having higher cogni-
tive capacities. This latter model is supported by the apparent usefulness of strate-
gies in cognitive therapy such as teaching patients to recognise irrational or harm-
ful beliefs that distort experiences (Meichenbaum 1985). Animals that cannot dis-
tort beliefs would not need this therapy, and so would feel less pain. This would 
suggest that animals with lower neurophysiological sensitivity would experience 
less pain. Secondly, whether higher animals will experience less pain will depend 
on whether they actually, in fact, receive cognitive therapy. 

6 discussion 

Based on this conceptual analysis and review of empirical evidence, there are 
reasons to consider that the capacity to experience pain may be increased or 
decreased by increased cognitive capacities. Cognition appears to increase pain 
in some cases but decrease it in others, and the multiple relationships cannot be 
generalised into a single overall statement that different animals experience more 
or less pain per se as an overall net effect (which fits with our popular belief that 
less intelligent humans do not thereby experience less pain). Even when there is 
an effect of cognition on pain processing, it may be that this has no qualitative 
effect on an animal’s actual subjective pain experiences. It is commonly consid-
ered that pain must be reduced by at least 30% for the reduction to be meaning-
ful to patients (Farrar et al. 2000, 2001, 2003; Cepeda et al. 2003; Salaffi et al. 

1 Cognitive therapy may also reduce the stress, anxiety etc of pain, including by altering the assessment 
and processing of painful experiences, without altering the pain itself, and may involve teaching problem 
solving, thereby decreasing the likelihood of future pain experiences although this is arguably not a defin-
ing aspect of cognitive therapy (D’Zurilla and Goldfried 1971; Meichenbaum 1985).
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2004; Hanley et al. 2006). Thus, only if human/non-human differences reduce/
increase pain by this amount will there be a meaningful difference in its experi-
ence. There is insufficient evidence that variations in the effect of mammals’ dif-
fering cognitive capacities reach this threshold (and they appear to be equally like-
ly to reach it on either side). 

These considerations suggest that we should reconsider the received wisdom of 
using animals of “lower” cognitive complexity in preference to “higher” ones. The 
fact that we cannot identify a net relationship from this analysis does not of course 
mean that there is no relationship between cognitive capacities and the capacity 
to experience pain. However, the absence of grounds for a belief either way sug-
gests that there are no grounds for an ethical (or legal) stance that we should use 
less neurophysiologically complex animals in painful experiments. There is insuf-
ficient evidence or reason to support the defence of routine differential treatment 
of species based on species-relative variations in capacity to experience pain. For 
example, there is no defence that painful experiments should use mice in prefer-
ence to chimpanzees (or humans) as a refinement of that experiment. 

As a corollary, this paper does suggest that species selection be defended for spe-
cific experiments. For example, evidence described above suggests that higher 
capacities for doxastic processing may decrease pain when the sources of the pain 
are controllable (e.g., in promoting healing), but may increase pain when it is 
not controllable (e.g., in knowing pain is unpredictable). This would imply that 
animals with higher doxastic reasoning abilities might be better used in experi-
ments where they are given the opportunity to use those abilities to cope. Similar-
ly, higher cognitive capacities for emotional processing may decrease pain when 
pain sources cannot be eliminated (e.g., in emotional coping) but increase pain 
when pain sources can be eliminated (e.g., in depression). Animals experiencing 
pain that appears predictable, controllable and impermanent may benefit from 
being able to have corresponding beliefs; animals experiencing pain that appears 
unpredictable, uncontrollable and permanent may suffer more from knowing this. 
This suggestion is corroborated by (limited) evidence that problem-focused cop-
ing was found to be better than emotion-focused coping in situations perceived as 
controllable; whereas emotion-focused coping was found to be better than prob-
lem-focused coping in situations perceived as uncontrollable (Forsythe and Com-
pas 1987). This would suggest that animals with more sophisticated or potent 
emotional coping abilities may be better used in experiments where pain cannot 
be evaded, and their use should be avoided where pain can be evaded. As another 
example, there may be reason to expect that higher animals will experience more 
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chronic pain, because of the effects of “malfunctioning” cognitive processes, but 
less acute pain, due to the effects of coping abilities. Chronic pain is common 
in humans, for example, with a reported prevalence of 20% (Gallagher 1997), 
although there is no comparable figure for non-human animals. If higher cogni-
tive capacity does predispose to more chronic pain but less acute pain, then this 
suggests that animals of higher neurophysiological sensitivity should be used for 
studies involving acute pain; whereas animals with lower neurophysiological sen-
sitivity should be used for studies involving chronic conditions. 

This discussion also suggests a number of other possible refinements. It is clear 
that individual’s cognition can alter their pain experiences, and knowledge of the 
specific relationships can be used to refine experiments. For example, experiments 
can try to alter animal’s processing to improve their problem-solving, coping or 
processing to avoid allodynic, sensitisation or chronic pain syndromes. Scientists 
may also consider using attentional effects within refinement strategies. In addi-
tion, attention to variations between individuals, even within the same species, 
may help to minimise pain experiences in practice. 

This paper is only a start, and further work may elucidate relationships in more 
detail. For example, many of the effects of cognitive complexity on pain experi-
ences may depend on interactions and relations between different elements dis-
cussed above. Already mentioned is the effect of attentional changes on whether 
pain is processed by sensory or affective pathways. This may alter the experience 
of pain (Malow et al. 1987). As another example, the anterior cingulated cortex 
not only has a role in emotion, but also a well-recognised role in attention (Davis 
et al. 1997; Derbyshire et al. 1998), so there may be interactions between atten-
tional and affective processing. Such ideas would need further consideration, as 
evidence comes to light. It is important that such further work avoids focusing 
only on specific elements of relationships between cognition and pain experienc-
es, insofar as a holistic approach is needed to answer the question of species selec-
tion for experiments. 

James W. Yeates, BVSc, B.Sc. DWEL, Dip-ECVS, Ph.D., MRCVS
Royal Society for the Prevention of Cruelty to Animals
Southwater, West Sussex, UK 
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Table	1: Speculate effects of higher distraction and focusing capacities on frequency and  
intensity of pain experiences
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Large animals as biomedical models �� animals as biomedical models �� 
a legal perspective
Ralf Müller-Terpitz

1 sub�ectsub�ect

Due to a need for better portability of research results to human beings an increas-
ing recourse to “large animal models” for biomedical research has been observed 
in recent years. In such models, animals like, for instance, rabbits, dogs, cats, 
pigs, horses and in particular primates are being used for scientific experimenta-
tion purposes.

From a legal point of view, this development inter alia leads to the question under 
which conditions scientific experiments with larger animals are compatible with 
animal welfare law. Possible legal obstacles with regard to such animal experi-
ments include the biological proximity of some large animal species to humans, 
some species’ possibly higher cognitive abilities, and their potentially higher abil-
ity to perceive suffering and pain. Furthermore, it is alleged that the public per-
ception and the moral evaluation of animal experimentation in Europe, especial-
ly when affecting larger animals, have significantly changed (see authorisationauthorisation 
authority of Bremen for animal experiments, referred to by the Administrative 
Court of Bremen 2010).

The following essay will analyze whether these potential obstacles are of legal 
relevance. For this purpose, the legal framework of animal experimentation in 
Europe and particularly in Germany will be described briefly (2) before focus-
ing on specific legal issues on the level of the national German (3) and European 
Union law (4). The essay will end with some general conclusions regarding the 
subject (5).
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2 Legal framework

2.1 european level

At European level, the legal question regarding the subject of animal experimen-
tation is stipulated by the European Convention for the Protection of Vertebrate 
Animals used for Experimental and other Scientific Purposes of 18 March 1986 
(European Treaty Series No. 123), as amended according to the provisions of the 
Protocol of 22 June 1998 (European Treaty Series No. 170). This Convention was 
drafted and adopted under the auspices of the Council of Europe (Strasbourg) as 
an international treaty between the Member States of this international organi-
zation. It therefore represents a classic instrument of public international law to 
harmonize differing national legislation in the respective Member States. Never-
theless, the Convention has only been ratified by 22 of 47 members, including the 
European Union and the Federal Republic of Germany.

The Convention stipulates minimum standards only (Article 4 of the Convention). 
Amongst others, its main subjects of regulation are the conduct of scientific exper-
iments with vertebrate animals following the “3R-approach” (replace – reduce – 
refine), the authorisation procedure for such experiments (Article 6 – 13 of the 
Convention), the care and accommodation of animals used for scientific purpos-
es, its killing, the control of breeding and supplying, the education and training of 
scientific staff and statistical information. The Convention applies to any verte-
brate animal used or intended for use in any experimental or other scientific pro-
cedure where that procedure may cause pain, suffering, distress or lasting harm 
(Article 1 paragraph 1 sentence 1 of the Convention). The term “procedure” is 
defined as any experimental or other scientific use of an animal which may cause 
it pain, suffering, distress or lasting harm, including any course of action intended 
to, or liable to, result in the birth of an animal in any such conditions. However, 
the elimination of these conditions by a successful use of anaesthesia, analgesia or 
other methods does not place the use of an animal outside the scope of this defini-
tion (Article 1 paragraph 2 letter c of the Convention). Inter alia, such experimen-
tal procedures may be performed for the avoidance and prevention of (human or 
animal) disease, including the production of drugs, substances or products, and 
the diagnosis or treatment of such disease (Article 2 letter a of the Convention). 
Where it is planned to subject an animal to a procedure in which it will or may 
experience severe and enduring pain that procedure must be specifically declared 
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and justified to, or specifically authorised by, the responsible authority (Article 9 
paragraph 1 of the Convention). Furthermore, the states being party to the Con-
vention are obliged to take appropriate measures in order to ensure that no such 
procedure is carried out unnecessarily. From the aforementioned provision it can 
be concluded that the necessity of such experimental procedures depends amongst 
others on a satisfactory declaration to the responsible authority that the intend-
ed scientific experiment is of sufficient importance for meeting essential needs of 
man or animal. However, the size of an animal is without any legal relevance for 
the authorisation of such experiments.

As the Convention represents a “classic” instrument of international law, its imple-
mentation by national law (animal welfare legislation) is indispensable. Only these 
implementing provisions, which in Germany are laid down in the Animal Welfare 
Act (see below 2.3), are directly binding for researches planning to perform exper-
iments with (large) animals.

2.2 european Union level

By contrast, the legal situation on the level of EU law is more differentiated. At 
this level, relevant legal documents can be found both on the so-called level of pri-
mary and of secondary EU law:

2.2.1 primary eU law

With regard to primary EU law, Article 13 of the Treaty on the Functioning of the 
EU (TFEU) has to be mentioned in the first place. This provision has been insert-
ed in EU treaty law by the Treaty of Lisbon which entered into force on 1 Decem-
ber 2009, replacing an almost identical Protocol on the protection and welfare of 
animals to the Amsterdam Treaty of 1997. This provision reads as follows: “In 
formulating and implementing the Union’s agriculture, fisheries, transport, inter-
nal market, research […] development and […] policies, the Union and the Mem-
ber States shall, since animals are sentient beings, pay full regard to the welfare 
requirements of animals, while respecting the legislative or administrative provi-
sions and customs of the Member States relating in particular to religious rites, 
cultural traditions and regional heritage” (emphasis added).

Article 13 TFEU contains a so-called cross-sectional treaty provision, applying 
to all kind of EU measures (of in particular administrative or legislative nature) 
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while formulating and implementing the aforementioned EU policies. The ques-
tion whether Article 13 TFEU is prevailed by an “anthropocentric”, “ecocentric” 
or “pathocentric” understanding, i.e. grants protection to animals only for the 
benefit of human beings or also because of their intrinsic value, can neither be 
answered with the help of its wording nor by taking account of its genesis. How-
ever, from a legal point of view this question is rather of ethical than of juridi-
cal importance and can thus be left undecided. In contrast, it is of greater signifi-
cance that the European Union taking actions in the political areas as stipulated 
by Article 13 TFEU is not only obliged to pay full regard to the welfare standards 
of animals as sentient beings but also has to respect the legislative or administra-
tive provisions and customs (like for instance religious rites or regional heritage) 
of the Member States. Furthermore, the European Union has to consider that sci-
entific research is protected by Article 13 of its Charter of Fundamental RightsCharter of Fundamental Rights 
(“The arts and science research shall be free of constraint.”). As consequence, EU 
primary law stipulates a fundamental right which has to be respected by the EU 
institutions while formulating and implementing their political actions (see Arti-
cle 6 paragraph 1 of the Treaty on European Union). In particular, it is a task of 
the European legislator to achieve a proportional balance between these conflict-
ing aspects – animal welfare on the one side, national provisions and customs as 
well as the freedom of research on the other side. 

2.2.2 secondary eU law

With regard to animal experimentation, the EU legislator has fulfilled this task by 
stipulating the Directive 2010/63/EU of the European Parliament and the Coun-
cil on the protection of animals used for scientific purposes of 22 September 2010 
(Official Journal of the European Union 2010 No. L 276/33 of 20 October 2010). 
This relatively young directive, to be transposed into national law till 10 Novem-
ber 2012 (Article 61), will substitute the Council Directive 86/609/EEC of 24 
November 1986 regarding the protection of animals used for experimental and 
other scientific purposes (Official Journal of the European Communities 1986 
No. L 358/1) from 1 January 2013 on (Article 62). The latter directive merely 
transferred the above sketched guidelines of the European Convention (2.1) into 
EU law and therefore mainly maintains – even literally – their provisions, only set-
ting out minimum standards that have to be observed when carrying out animal 
experiments for scientific purposes. In contrast, the new directive sets out a strict-
er protection of laboratory animals, comparable to current German legal stand-



��

ards which always exceeded the minimum standards as stipulated on European 
and EU level. This issue still will have to be touched on below (see sub 4).

EU law is considered to be “supranational law”, which means that it is directly 
binding on national authorities and – in any case of conflict – superior to nation-
al law. Thus, national law being contrary to EU law may not be applied or has 
to be interpreted in a manner being compatible with superior supranational law. 
Although directives address the EU Member States themselves, they may be direct-
ly applicable to national individuals – in the present context: a researcher – when 
their provisions are not properly transferred into national law in time and its con-
tent is sufficiently precise, i.e. does not depend on any further legal concretization 
by the failing Member State.

2.3 national level

Finally, persons carrying out scientific animal experimentation in Germany are 
directly bound by national legal provisions underneath the constitutional level 
regarding animal welfare. 

With respect to the constitutional level, the legal situation in Germany is com-
parable to the status in EU primary law as described above: Whereas Article 5 
paragraph 3 of the Basic Law grants the freedom of research (“Art and scholar-
ship, research and teaching shall be free.”), Art. 20a Basic Law, containing a so-
called state objective clause, stipulates: “Mindful also of the responsibility toward 
future generations, the state shall protect the natural bases of life and the ani-

mals by legislation and, in accordance with law and justice, by executive and 
judicial action, all within the framework of the constitutional order” (emphasis 
added). As animals are only protected “within the framework of the constitution-
al order”, which comprises – as shown – the freedom of research (Article 5 par-
agraph 3 Basic Law), and “in accordance with law”, it is – like on the European 
level – the (national) legislator ś task to proportionally determine the borderline 
between the fundamental right of research on the one side and the protection of 
animals on the other.

In Germany, this task of legislative concretization has been fulfilled by the Animal 
Welfare Act of 18 May 2006 (Federal Law Gazette 2006 I 1206), thereby trans-
posing the minimum standards of the above mentioned European Convention and 
EU directive 86/609/EEC into national law. According to its section 1 sentence 1, 
it is the aim of this Act to protect the lives and well-being of animals, based on the 
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responsibility of man for their fellow creatures. Nevertheless, section 1 sentence 
2 as well as the subsequent provisions regarding animal husbandry, killing, ani-
mal breeding and, in particular, experiments on animals reveal that this is not an 
absolute but only a relative protection as – generally speaking – “good (anthro-
pocentric) reasons” may justify pain, suffering or harm inflicted upon animals 
(regarding the anthropocentric interpretation of this provision see Cornils 2011: 
97; Müller-Terpitz 2005: 108). 

3 Focus: national law

Thus, the admissibility of animal experiments is stipulated in sections 7 to 9a 
of the German Animal Welfare Act. According to its section 7 paragraph 1, the 
expression “experiments on animals” means any operation or treatment for exper-
imental purposes which may cause the animals pain, suffering or harm or any 
experimental treatment on the animal genotype which may cause the genetically 
modified animals or their carrier animals pain, suffering or harm. Besides, scien-
tific experiments may only be carried out on animals if they are indispensable (i) 
for the prevention, diagnosis or treatment of diseases, suffering, bodily defects or 
other abnormalities or the detection or exertion of influence of physiological con-
ditions or functions in human beings or animals, (ii) for the detection of environ-
mental hazards, (iii) for the testing of substances or products to ensure that they 
are safe in terms of human or animal health or that they are effective against ani-
mal pests, or (iv) for the important topic of basic research (section 7 paragraph 2 
Animal Welfare Act). The decision whether experiments on animals are indispen-
sable shall be based in particular on the scientific findings available at the time 
and on checks whether the same purpose can be achieved by other methods or 
procedures. In addition, experiments on vertebrates may only be carried out if the 
pain, suffering or harm is “ethically justifiable” in view of the experiment’s pur-
pose (section 7 paragraph 3 sentence 1 Animal Welfare Act). Experiments causing 
lasting or repeated severe pain or suffering to vertebrates may only be performed 
if the results are expected to be of “outstanding importance” for the fundamen-
tal needs of human beings or animals including the solution of scientific questions 
(section 7 paragraph 3 sentence 2 Animal Welfare Act). The alleged change of eth-
ical values amongst the people of Europe regarding the admissibility and necessity 
of animal experimentation, especially if the latter affects larger animals, is not a 
topic of legal relevance and thus has to remain unconsidered.
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Albeit such a harm-benefit-analysis can be performed with regard to a concrete 
experiment, i.e. on a case-by-case basis only, the provision nevertheless reveals 
that from a legal perspective the size of an animal per se is no relevant category 
with regard to the admissibility of scientific animal experiments. Therefore, even 
experiments with non-human primates, causing material distress or harm, may 
be admissible as long as results for major needs of human beings or animals are 
to be expected. These results may also concern questions of basic research (see 
above), e.g., questions regarding the construction and functioning of the human 
brain. Although non-human primates are from an evolutionary point of view very 
closely related to human beings and thus possibly dispose of comparable cognitive 
abilities to perceive suffering and pain, they may in principle be object of an (even 
lethal) animal experiment as long as there exists no other possibility to use less 
developed animal species or other scientific methods in order to obtain compara-
ble results (cf. Administrative Court of Bremen 2010 with annotation by Gärditz 
2010, Lorz and Metzger 2008: vor § 7 margin no. 7).

4 outlook: european Union law

The above mentioned new Directive 2010/63/EU on the protection of animals 
used for scientific purposes (see Sect. 2.2.2) entered into force in November 2010. 
Nevertheless, the respective Member States still have time to adopt their national 
laws and regulations to this directive until 10 November 2012 (Article 61 Direc-
tive 2010/63/EU). Directive 86/609/EEC will then be repealed with effect from 1 
January 2013 (Article 62 Directive 2010/63/EU).

This new directive aims at improving the welfare of animals used in scientific pro-
cedures by raising the minimum standards for their protection according to latest 
scientific developments. That is why the minimum standards of EU law approach 
the always stricter national standards in Germany now. Therefore, numerous pro-
visions of the directive are already set out under German law and do not ask for 
further transposition into national law. 

Nevertheless, with regard to some very important aspects of animal welfare the 
new directive exceeds or at least specifies existing national legal standards by con-
cretizing specifications and restrictions with regard to non-human primates (like, 
e.g., macaques), used for scientific experiments. Albeit, these specifications are 
comparable to the current legal status or at least administrative practise under 
the German Animal Welfare Act: Article 8 paragraph 1 of the Directive stipulates 
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that specimens of non-human primates shall not be used in scientific procedures, 
with the exception of those procedures meeting the conditions of basic research or 
aiming at the preservation of the species being subject to animal experimentation, 
the avoidance, prevention, diagnosis or treatment of disease, ill-health or other 
abnormality or their effects in human beings or the development, manufacture 
or testing of the quality, effectiveness and safety of drugs, foodstuffs and feed-
stuffs and other substances or products with a view to human beings. Further-
more, the experiment has to be scientifically justified to the effect that the purpose 
of the procedure cannot be achieved by the use of species other than non-human 
primates. Notwithstanding the above sketched regulation, great apes (like, e.g., 
orang utan, gorilla and chimpanzee) shall not be used in such procedures. Nev-
ertheless, where a Member State has justifiable grounds for assuming that action 
is essential for the preservation of the species or in relation to an unexpected out-
break of a life-threatening or debilitating clinical condition in human beings, it 
may adopt at least provisional measures allowing the use of great apes in proce-
dures having the purposes referred to in Article 8 paragraph 2 of the Directive 
(Article 55 paragraph 2 Directive 2010/63/EU).

In principle, these specifications and restrictions seem to be congruent with the 
already existing national regulation. At this point again, European law stipulates 
restrictions with regard to highly developed animals such as non-human primates 
and great apes without absolutely excluding the possibility of using such animals 
for scientific purposes (however, critical and detailed with regard to the legislative 
competence of the European Union and the restrictions of the freedom of research 
Cornils 2011; Gärditz 2012). In other articles, the directive even explicitly stip-
ulates provisions with regard to large animal models such as cats and dogs (cf. 
Article 31 and 32 of the directive). Notwithstanding the difficult legal questions 
regarding the EU directive’s validity, one can therefore at least observe as a gen-
eral rule that the size of the animal per se is also under the new directive without 
any relevance for the admissibility of animal experimentation.

5 Conclusion

In recent years, an approximation of the supranational and national law regarding 
the regulation of animal welfare in scientific contexts has been observed. In this 
process, the supranational as well as the national legislator had to find a fair bal-
ance between two conflicting principles: the freedom of research on the one side 
and the aspect of animal protection on the other.
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Although the standards of protection under the German Animal Welfare Act have 
to be considered as relatively high, the size of an animal used for scientific purpos-
es is in principle without relevance. What matters is the question whether the use 
of a certain animal model – notwithstanding the issue whether this model is based 
on a “small” or “large” animal – is necessary to achieve a specific scientific aim 
and can thus not be replaced by another model. Nevertheless, scientists using ver-
tebrates are obliged to weigh up their scientific purposes against the pain and suf-
fering caused to the animals. Only if scientists pursue scientific purposes of high 
value (such as basic research or testing of drugs for treatments on humans), the 
causing of severe pain and suffering to experimental animals is admissible from 
a legal point of view. Again, the size of an animal per se is not a relevant weigh-
ing factor but the question which aptitude an animal disposes of to perceive pain 
and suffering. Therefore, the use of non-human primates is admissible only under 
very restrictive legal conditions. The use of great apes is even generally forbidden. 
The approach of the strict German animal welfare law has now also been adopted 
by the law of the European Union which has to be transposed into national law till 
November 2012. Although justified doubts have been raised in particular with regard 
to the EU ś legislative competence for such an overall approach to animal experimen-
tation, one can observe that the increase of protection on EU level, especially with 
regard to primates and great apes, does in principle not contradict our current nation-
al regulation.

Professor Dr. jur. Ralf Müller-Terpitz
Juristische Fakultät
Universität Passau, Germany
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Research involving non-human primates: 
treatment guidelines and ethical frameworks
Kirsten Brukamp

1 Animal experimentation

Experimental research on non-human primates is a controversial topic in bio-
medical ethics. Proponents argue that this type of investigation is indispensable, 
whereas opponents claim that the animals are subjected to inappropriate suffer-
ing. Given these disagreements, specific guidelines for the treatment of captive 
non-human primates for laboratory research have already been developed and 
should be continuously refined. These recommendations need to be consistent 
with an ethical framework for animal research that pays tribute to the extensive 
similarities between non-human primates and humans.

Four fundamental perspectives on animal research are the “anything goes”, the 
“on balance justification”, the “moral dilemma”, and the “abolitionist” positions 
(Nuffield Council on Bioethics 2005:244). The first one and the last one advocate 
a full support or a complete rejection of animal experimentation, respectively.  
The other two opinions are more prevalent: According to proponents of the “on 
balance justification”, research is acceptable when the advantages outweigh the 
disadvantages, while harm is reduced. The “moral dilemma” view suggests that 
a conflict exists between two opposing goods, namely animal welfare versus 
research that is beneficial to humans and animals.

Animals participating in experimental biology research can be grouped according 
to a number of different categories, be it species, size, and emotional significance 
for humans, e.g., regarding the difference between purpose-bred and companion 
animals. These categories influence the judgments about the appropriateness of 
animal experimentation in society.

In particular, controversies ensue over the participation in experimental research 
of those animals that are most closely related to humans, i.e. non-human pri-
mates. In the following, the term primate will be used as an abbreviation for non-
human primate and is therefore disjunctive with the term human. This topic does 
not necessarily include the research that relies on careful observation of wild ani-
mals in their natural environment. The life of these animals is rarely compromised 
by the observations of skilled scientists. Rather, the focus is on those captive ani-
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mals that are taken out of their natural habitat, in part purpose-bred in captivity, 
and placed into artificial housing as a prerequisite for experimentation.

The paper is divided into seven sections: The next section presents background 
information on primates in research. The third and fourth sections present offi-
cial regulations and guidelines for primate research that have already been estab-
lished as well as recommendations that are compatible with these regulations and 
guidelines. The fifth section summarizes data on the extensive cognitive, social 
and moral capabilities of primates. Based on these, the sixth and seventh sec-
tions sketch ethical frameworks and minimum requirements for research involv-
ing primates.

2 primates in experimental research

An estimated number of approximately 60,000 primates participate in research in 
the United States of America per year (American Society of Primatologists 2011). 
The primates studied in laboratories most frequently are Old World monkeys such as 
rhesus monkeys (Macaca mulatta) and cynomolgus monkeys (crab-eating or long-
tailed monkeys; Macaca fascicularis) (American Society of Primatologists 2011).

According to a simplified and adapted classification, primates are divided into 
prosimians, monkeys, lesser apes, great apes, and humans, in the ascending order 
of their presumed evolutionary development (Institute for Laboratory Animal 
Research 1998; Weatherall et al. 2006). For example, prosimians include lemurs; 
monkeys comprise both New World monkeys, such as marmosets, capuchin mon-
keys, and squirrel monkeys, and Old World monkeys, such as macaque monkeys 
(Macaca species); and lesser apes encompass gibbons and siamangs. The so-called 
great apes (Hominidae family) include the species orangutan (PongoPongo genus), goril-
la (Gorilla genus), chimpanzee (Pan genus; e.g., common chimpanzee, namelygenus; e.g., common chimpanzee, namely e.g., common chimpanzee, namely Pan 

troglodytes), and bonobo (Pan paniscus). Humans (Homo genus) are also part of 
the Hominidae family in evolution.

Primates are employed in several specific research areas, which can be assigned 
to the larger research endeavors of the neurosciences, the infectious diseases, or 
other fields (Weatherall et al. 2006). The motives for research in neuroscience 
emcompass both goals in basic and in applied neuroscience: Basic neuroscience 
examines the overall structure and function of the brain, whereas applied neuro-
science focuses on disease processes and functional systems, such as on Parkin-
son’s disease, Alzheimer’s disease, stroke, addiction, and vision (Weatherall et al. 
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2006). Primates have been taken to successfully study numerous diseases (Leader  
and Stark 1987) whose highly complex human phenotypes cannot be adequately  
evaluated in other animal models. For example, various infectious diseases have 
been investigated, for which the research has already resulted in effective vaccines. 
Currently, such studies are concerned with malaria, tuberculosis, schistosomiasis, 
hepatitis B and C, and human immunodeficiency virus (HIV), which leads to the 
acquired immunodeficiency syndrome (AIDS). Interests in other fields of research 
with primates include reproduction, behavior, xenotransplantation, anatomy, phar-
maceutical research and development, and gene therapy (Weatherall et al. 2006).

This overview results in the observation that primates participate in relatively few 
fields overall. In contrast, the range of studies in rodents such as mice and rats is 
much more heterogeneous and spans numerous biomedical disciplines and meth-
odologies. This restriction on primate experiments may already be a consequence 
of a critical stance towards primate research and of reflections on choosing the 
most appropriate animal model.

3  regulations and guidelines for animal and primate 
research

Official guidelines have been developed both for animal research in general and 
for research involving primates in particular. In Europe, animal protection in sci-
ence has been regulated by the EU Directive 2010/63/EU (European Parliament 
2010), which came into effect in 2010.

The EU Directive 2010/63/EU (European Parliament 2010) repeatedly emphasiz-
es that experiments with primates are only allowed when they are inevitable in 
the sense that there are no other animal models available that allow meaningful 
conclusions for humans: primate experiments can only be performed when “there 
is scientific justification to the effect that the purpose of the procedure cannot be 
achieved by the use of species other than non-human primates” (European Parlia-
ment 2010: Article 8). The EU Directive places strict limitations on experiments 
with great apes: “[…] great apes shall not be used in procedures, subject to the use 
of the safeguard clause” (European Parliament 2010: Article 8), which specifies 
serious and life-threatening conditions. Furthermore, animals are not to be cap-
tured from the wild for experiments (European Parliament 2010: Article 9).

Together with dogs and cats, primates are privileged insofar as they receive a spe-
cial treatment by the creation of an “individualized history file” (European Par-
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liament 2010: Article 31). Aside from the technical and biomedical reasons for 
this, such a document does elevate these animals to the status of individual beings, 
which is unusual for laboratory animals and for the majority of wild, including 
vertebrate, animals. Primates thus get formally justified as individual beings with 
characteristic features of their own in the eyes of their veterinary technicians and 
caregivers. This regulation, to a certain extent, pays tribute to the emotional sig-
nificance of selected species for humans.

In addition to the EU Directive (European Parliament 2010), primate wel-
fare in Germany is reinforced by scientific societies and institutions such as the 
Gesellschaft für Primatologie (GfP; Society for Primatology) and the Deutsches 

Primatenzentrum (DPZ; German Primate Center). They collect and distribute 
information on primate research ethics and regulations and also issue their own 
statements on governmental directives and moral codes.

In the United Kingdom, the National Centre for the Replacement, Refinement 
and Reduction of Animals in Research developed the NC3Rs guidelines in sup-
port of replacement, refinement, and reduction (National Centre for the Replace-
ment, Refinement and Reduction of Animals in Research 2006). Data regarding 
primate research was compiled in two major reports, namely the Weatherall and 
Bateson Reports (Weatherall et al. 2006; Bateson et al. 2011), which culminated 
in specific recommendations for the care of primates in research. These reports 
were funded by large and prominent institutions, such as the Medical Research 
Council, the Biotechnology and Biological Sciences Research Council, and the 
Wellcome Trust.

In the United States of America, where far-reaching regulations exist, the fol-
lowing organizations, among others, determine how primates are treated in lab-
oratories (American Society of Primatologists 2011): The Public Health Service 
(PHS) issues the PHS Policy on Humane Care and Use of Laboratory Animals, 
according to the Health Research Extension Act, and requires an Institutional 
Animal Care and Use Committee (IACUC). The Institute for Laboratory Animal 
Research (ILAR) edits the ILAR Guide for the Care and Use of Laboratory Ani-
mals, which is published by the National Academy Press (Institute for Laborato-
ry Animal Research 2010). The United States Department of Agriculture’s Ani-
mal Plant and Health Inspection Service (APHIS) enforces the Animal Welfare 
Act, and the U.S. Food and Drug Administration (FDA) advices Good Laboratory 
Practice regulations. The American Association for the Accreditation of Labora-
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tory Animal Care (AAALAC) offers voluntary membership and promotes adher-
ence to guidelines.

It is an intriguing endeavor to check policies that govern experiments involving 
humans for their transferable relevance to animals. The Declaration of Helsin-
ki (World Medical Association 2008) is a prominent international agreement for 
human experimentation. For animals, however, it is hardly applicable. The aim 
of the Declaration is the health and protection of humans, and much emphasis 
is laid on the concept of informed consent, which animals cannot give. Still, the 
Declaration states: “The welfare of animals used for research must be respected” 
(World Medical Association 2008:12). One appealing entry says: “At the conclu-
sion of the study, patients entered into the study are entitled [...] to share any ben-
efits that result from it, for example, access to interventions identified as benefi-
cial in the study or to other appropriate care or benefits.” (World Medical Associ-
ation 2008:33) While this may not always be feasible for all in every animal study, 
the general standpoint may very well be transferred from humans to animals: Vet-
erinary medicine should use the outcomes from animal experiments to promote 
the health and well-being of the same, and potentially other, species. On a related 
note, medications that have passed testing in pharmaceutical studies in humans 
are also conversely utilized for animals again to improve their health. In this way, 
humans and animals mutually benefit each other, albeit with an imbalance.

4 recommendations for animal and primate research

In addition to the official regulations and guidelines, the scientific literature con-
tains a number of recommendations regarding the appropriate and ethical treat-
ment of animals and primates. In the following, some of these recommendations 
are summarized according to the stage of research where they become relevant:

 A. Research planning

 1. Need: Research proposals should be carefully reviewed regarding the 
real need to employ primates, as opposed to other animals or no animals at all 
(Bateson et al. 2011). Studies may be judged according to three criteria (Nuffield 
Council on Bioethics 2005:248; Bateson et al. 2011): 1. the scientific quality and 
importance of the research, 2. the probability of medical and public benefit, and 
3. the likelihood of animal suffering.

 2. Replacement, refinement, and reduction: The “3R” goals ought to 
be pursued, namely replacement, refinement, and reduction (National Centre 
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for the Replacement, Refinement and Reduction of Animals in Research 2006). 
For example, primates could benefit from novel non-invasive methods that are 
employed instead of invasive ones, such as advantages from neuroimaging with 
functional magnetic resonance imaging (fMRI) in comparison to recordings from 
implanted electrodes (Weatherall et al. 2006).

 B. Research process with data collection from animals

 3. Experienced personnel: Only experienced personnel are to carry out 
animal experimentation (Institute for Laboratory Animal Research 2010).

 4. Avoidance of pain: Pain needs to be avoided, not only pain due to 
experiments, but also pain due to husbandry (Institute for Laboratory Animal 
Research 2009).

 5. Improvements in housing conditions: Since primates possess a rich 
social life, single housing should be avoided (Weatherall et al. 2006). Cage fittings 
need to be optimized, e.g. by adherence to minimum cage sizes (Weatherall et al. 
2006). Both outside access and visual stimulation are regarded as advantageous 
for primates (Weatherall et al. 2006).

 6. Respect for animals: Animals ought to be treated with respect (American 
Psychological Association 1990).

 C. Research analysis and communication of results

 7. Optimization of analysis: The analysis of studies with primates should 
be maximized, e.g. by collaborative efforts, excellent infrastructure, high-quality 
publications, report of negative or inconclusive data, data-sharing, use of reposi-
tories for data, and knowledge transfer (Bateson et al. 2011).

 8. Realistic expectations: The potential benefits of primate studies should 
be portrayed in a realistic manner. Over-exaggeration regarding advancements for 
humans should be discouraged (Bateson et al. 2011). This requirement does not 
only apply to the retrospective interpretation and discussion of data within the sci-
entific community and to the general public, but also to the prospective portrayal of 
expected benefits during the earlier stages of research planning and grant writing.
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5 Cognitive, social, and moral capabilities of primates

Primates are regarded as highly developed animals with cognitive, social, and 
moral capabilities. They are said to possess a social life, cognitive abilities such as 
intelligence and memory, and even personality (Research Group Comparative Dif-
ferential and Personality Psychology 2011).

Neurobiology research heavily relies on experiments in primates (Weatherall et al. 
2006; cf. section 2 above) because their cognitive abilities are most closely compa-
rable to the ones found in humans. The similarities between humans and primates 
include tool use, greater communication skills than in other animals, and the for-
mation of elaborate social relationships. When primates grow up in deprived envi-
ronments, they develop behavioral patterns that remind of severe social isolation 
in humans. Primates are also said to possess quality of life with specific needs for 
well-being and differences in personality (Research Group Comparative Differen-
tial and Personality Psychology 2011).

Similarities between humans and apes exist in moral sentiments, social pressure, 
and judgment and reasoning, i.e., concerning those components of the social life 
that may be identified as the three levels of morality (De Waal 2006:166–175). 
Moral sentiments comprise “the capacity for empathy, a tendency for reciproc-
ity, a sense of fairness, and the ability to harmonize relationships” (De Waal 
2006:168), and the parallels between humans and primates are most pronounced 
in these areas. Morality in primates and humans alike may be represented by a 
Russian doll model (De Waal 2006:37–42): The inner core is the most prominent 
part that mediates an emotional contagion by an automatic emotional impact in 
a perception-action mechanism. The outer layers are cognitive empathy, which 
helps to understand others’ emotions, and attribution, which means that others’ 
perspectives can be fully adopted (De Waal 2006:39). While humans manifest a 
balance of all three factors, primates’ moral capabilities encompass the full emo-
tional contagion, but only partial cognitive empathy and even less labile attribu-
tion (De Waal 2006:40).

Primates can be ascribed empathy, consolation behavior (De Waal 2006:21–36), 
reciprocity, fairness, and gratitude (De Waal 2006:42–49). These talents are par-
tially specific to great apes only: “The difference between monkey and ape empa-
thy has been confirmed by systematic studies of a behavior known as ‘consola-
tion’ […] Consolation is defined as reassurance by an uninvolved bystander to one 
of the combatants in a preceding aggressive incident. For example, a third party 
goes over to the loser of a fight and gently puts an arm around his or her shoul-
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ders […] Consolation has thus far been demonstrated in great apes only.” (De 
Waal 2006:33–35)

According to the definition of moral subjects and moral agents, i.e., “[m]oral 
agents are beings that are able to behave in a moral way and are liable to moral 
criticism for any failure to do so. Moral subjects are beings whose features should 
be taken into account in the behaviour of moral agents...” (Nuffield Council on 
Bioethics 2005:39), primates are then not only moral subjects, but also moral 
agents within their own community, albeit to a lesser degree than humans. The 
scientific observations and studies presented above demonstrate that research 
involving primates ends up in a paradox: The vast similarities to humans are the 
reason why primates are examined in research, and exactly those similarities war-
rant special treatments that primates deserve in their living environments in the 
research facilities.

6 ethical frameworks for primate research

In bioethics, positions and arguments have been classified according to the entity 
that is the focus of their moral concern or moral value ascription. For a position 
of physiocentrism in bioethics, the appropriate criterion for consideration is the 
status as a natural entity or being. Biocentrism takes living beings into account, 
whereas pathocentrism focuses on living beings with the capacity to experience 
pain. Anthropocentrism considers humans as the most important moral subjects, 
moral agents, and moral patients, due to their species membership.

The pathocentric viewpoint has been widely adopted to argue against unjustified 
cruelty against animals, and accordingly, pain, suffering, and distress are to be 
avoided (European Parliament 2010: Article 23). Nevertheless, these criteria do 
not seem sufficient to do justice to the higher cognitive, social, and moral capa-
bilities that some animal species, particularly primates, possess. Also, three crite-
ria have been proposed to assess the moral acceptability of studies involving ani-
mals, namely the quality of research, the certainty of benefit, and animal suffering 
(Nuffield Council on Bioethics 2005:248; Bateson et al. 2011). These criteria do 
not refer to pain, but rather to suffering, a fact that implies a wider concept of neg-
ative influences on animal well-being than a restriction on pain perception only.

The moral status of animals depends in part on the complexity of their cogni-
tive functions. The more complex the mental life of animals is, the more they can 
be hurt not only by actions that directly activate their pain perception, but also 
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by actions that interfere with the life normal to them. For example, social ani-
mals may be deprived by limiting their contact with others of the same species. 
This may, in humans, be comparable to the physical and psychological differenc-
es between punching the body and taking a favorite toy away. Therefore, every 
effort should be made for social animals to minimize distress and to take their 
inherent needs into account in order to enrich their living environments appropri-
ately. Since primates possess advanced skills, attention to these issues is particu-
larly essential, more so than for other animals. Nevertheless, a status distinction 
between primates and humans continues to appear justified because of the species 
separation for cognitive, social, and moral capabilities, which is revealed in cul-
tural achievements and communicative abilities.

Animals may be said to possess five features to varying degrees, and these can 
be used to assess them both as moral subjects, moral agents, and moral patients: 
sentience, higher cognitive capacities (including communication, tool use, intelli-
gence, and social behavior), the capacity to flourish, sociability, and possession of 
a life (Nuffield Council on Bioethics 2005:41). The concept of flourishing suggests 
that primates possess the aptitude to cultivate satisfying lives according to their 
own needs in their communities, an opportunity that may surpass that of other 
animals due to their higher cognitive, social, and moral capabilities. Humans 
should support this type of flourishing for primates in experimental settings and 
under artificial housing conditions as well.

7  Minimum requirements for experiments involving primates

The distinctive appeal of research on primates results from their close resemblance 
to humans on the large scale. On the one hand, the functioning of individual cells 
in humans can certainly be modeled by tissue explants, cell lines, or even bacteria. 
However, the interplay between different body systems, e.g., of the immune sys-
tem with various organs in the body, can only be studied in models that are highly 
similar to humans. Consequently, at least these requirements for research on pri-
mates must be met:

 1. The results cannot be obtained by other means, in particular not 
through research on animals with more limited cognitive abilities.

 2. Insight into the examined condition or state is crucial for humans, as 
evidenced by the severity or prevalence of diseases (in the case of somatic diseases) 
or by identity questions (in the case of cognitive psychology research). At the same 
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time, humans would be burdened by the experiments out of proportion, i.e. because 
of the invasiveness or negative sequelae of the procedures.

 3. The research carries a high promise of success. For example, prior 
knowledge or preliminary studies, in other animals, suggest a high probability 
that the involvement of primates will indeed achieve the intended aims.

 4. The research is carried out according to the best practice standards 
that have widely been agreed upon (cf. sections 3 and 4 above). Pain, suffering, 
and distress are minimized, and instead, the primates are allowed to live mostly 
according to their own psychological and social needs.

In conclusion, animal species possess distinctive aptitudes that could be reflected 
in the ethical evaluation of their varying status as moral subjects, moral agents, 
and moral patients. The pathocentric position in bioethics accommodates and val-
ues this insight only partially because it rather emphasizes the avoidance of pain, 
suffering, and distress. In contrast, primates possess extraordinary cognitive, 
social, and moral capabilities, which closely relate them to humans, and therefore, 
primates may need to be ascribed a higher status as moral subjects in comparison 
to other animals. The ethical assessment of animal research should consider dif-
ferential capabilities of animals to a higher degree than in the past.

Dr. med. Kirsten Brukamp, M.Sc., M.A.
Institut für Geschichte, Theorie und Ethik der Medizin
Rheinisch-Westfälische Technische Hochschule RWTH Aachen



��

references

American Psychological Association (1990) Resolution on the use of animals in research, 
testing, and education: joint resolution adopted by the AAAS Board and Council, 19 Feb-
ruary 1990: endorsed by the APA Board of Directors June 1990 & Council of Represent-
atives August 1990. www.apa.org/about/governance/council/policy/bsa-resolution.aspx 
(16 September, 2011)

American Society of Primatologists (ASP) (2011) Research questions and answers: com-
monly asked questions about nonhuman primate research. www.asp.org/research/faq.
html (8 September, 2011)

Bateson P et al. (2011) Review of research using non-human primates: report of a panel 
chaired by Professor Sir Patrick Bateson FRS. www.mrc.ac.uk/Utilities/Documentrecord/
index.htm?d=MRC008083 (16 September, 2011)

De Waal F (2006) Primates and philosophers: how morality evolved. Princeton University 
Press, Princeton and Oxford

European Parliament (2010) Directive 2010/63/EU of the European Parliament and of the 
council of 22 September 2010 on the protection of animals used for scientific purposes. 
eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2010:276:0033:0079:En:PDF 
(16 September, 2011)

Institute for Laboratory Animal Research (ILAR) (1998) The psychological well-being of 
nonhuman primates. The National Academies Press, Washington, DC

Institute for Laboratory Animal Research (ILAR) (2009) Recognition and alleviation of 
pain and distress in laboratory animals. The National Academies Press, Washington, 
DC

Institute for Laboratory Animal Research (ILAR) (2010) Guide for the care and use of labo-
ratory animals: eighth edition. The National Academies Press, Washington, DC

Leader RW, Stark D (1987) The importance of animals in biomedical research. Perspectives 
in Biology and Medicine 30 (4): 470–485

National Centre for the Replacement, Refinement and Reduction of Animals in Research 
(NC3Rs) (2006) NC3Rs guidelines: primate accommodation, care and use. National 
Centre for the Replacement, Refinement and Reduction of Animals in Research, London. 
www.nc3rs.org.uk/downloaddoc.asp?id=418 (8 September, 2011)

Nuffield Council on Bioethics (2005) The ethics of research involving animals. Nuffield 
Council on Bioethics, London. www.nuffieldbioethics.org/animal-research/animal-
research-chapter-downloads (11 December, 2011)

Research Group Comparative Differential and Personality Psychology (2011) Personality 
differences and social relationships in primates: projects of the research group Compara-
tive Differential and Personality Psychology at Freie Universität Berlin, Germany, fund-
ed by the Deutsche Forschungsgemeinschaft DFG (German Research Foundation). www.
primate-personality.net (8 September, 2011)



��

Weatherall D et al. (2006) The use of non-human primates in research: a working group 
report chaired by Sir David Weatherall FRS FMedSci. www.bprc.nl/BPRCE/L4/
newsdownloads/The%20use%20of%20non-human%20primates%20in%20research%
20-%20The%20Weatherall%20Report.pdf (16 September, 2011)

World Medical Association (WMA) (2008) Declaration of Helsinki: ethical principles for 
medical research involving human subjects. www.wma.net/en/30publications/10policies/
b3/17c.pdf (11 December, 2011)



��

Relevant Similarity in the Light of 
Biomedical Experimentation�

Lara K. Kutschenko

Abstract

We need good reasons to justify the use and sacrifice of animals in research (if we 
want to allow animal-based research at all). The primary argument in favour of 
animal-based research in biomedicine is an epistemological one: animal models 
are considered necessary to better understand and intervene into human diseases 
because certain phenomena can only be studied in vivo. For example, it has been 
argued that mammalian models are necessary to better understand the aetiology 
of Alzheimer’s disease (AD) because higher cognitive functions can only be stud-
ied in animals that are similar to humans with respect to their brain organisation. 
This argument attributes a specific epistemic power to the degree of similarity 
between the given experimental organism and human beings. In ethical discours-
es, however, the degree of similarity between animals and humans is used as an 
argument against the legitimacy of experimentation with (some) animals. 

In this paper I take a closer look at the epistemological part of this purported 
dilemma: are animal models that are more similar to human beings generally bet-
ter models than less similar ones? The reference to similarity usually is a reference 
to the phylogenetic relatedness of animals and humans. Yet, laboratory animals 
need to be experimentally standardised, modified and assessed in order to become 
animal models for human diseases. Thus, they do not only gain their value due to 
their naturalness as animals but also through the applied experimental practices 
that make them models. I therefore argue that we need to re-assess the epistemic 
power of similarity in light of experimentation.

1  The paper draws on work from a research project on the history and philosophy of mouse models in 
research on Alzheimer’s disease. The project is supported by a research grant (MAIFOR) of the University 
Medical Center Mainz that has been awarded to Lara Huber and me. I draw in this paper on some argu-
ments regarding the epistemic specificity of the establishment of animal models in biomedicine that are 
further elaborated in an article entitled “Mutant Mice: Experimental organisms as materialised models 
in biomedicine” that I co-author with Lara Huber (forthcoming in Studies in History and Philosophy of 
Biological and Biomedical Sciences). Special thanks go to Xenia Paultre and Kristin Hagen for helpful 
comments on earlier drafts of this paper.
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1  Introduction: similarity – an ethical-epistemological 
dilemma?

The debate concerning the legitimacy of animal-based research is directed towards 
two main issues: Firstly, to what extent and on which grounds should it be allowed 
to use living beings as experimental resources? Secondly, how important is the 
knowledge that is obtained by animal-based research and could it also be gener-
ated by other means? The topic of this book raises a question that is associated  
with both of these issues: Does size matter? Is the use of large animals as biomed-
ical models associated with specific ethical challenges and/or with a particular 
epistemic value?

My paper takes an epistemological perspective. Epistemological issues of animal-
based modelling address questions such as what we can actually learn through 
animal-based research and how we can assess this. These are important ques-
tions also for non-philosophers, not least because legal and ethical issues inflict 
the assessment of the realisability and the desirability of research projects. The 
established laws and ethical guidelines for animal experimentation state that such 
experimentation should be allowed if and only if it is scientifically indispensable 
and not replaceable. Therefore, the question how we actually evaluate scientif-
ic indispensability of experiments is crucial. With regard to biomedical research, 
realisability and desirability of experiments are usually discussed in terms of 
applicability of the data that is derived from animal-based research in clinics, and, 
thus, to human patients. Francione (2007:241) characterises this as the “necessity 
issue” that “is empirical and asks whether the use of non-humans in experiments 
is required in order to gather statistically valid information that will contribute in 
a significant way to improving human health”. Yet, this definition itself challenges 
the merely empirical character of the “necessity issue”, that is to say, it is not self-
evident against which standards and with which means the necessity of animal 
experimentation should be empirically evaluated. In particular, it is to be ques-
tioned why “statistically valid information” within the laboratory leads to clini-
cally applicable data. Moreover, what it means to “contribute in a significant way 
to improving human health” is fairly vague – how and with respect to which out-
come parameters (for example, prolonged life-span versus quality of life) should 
this be measured? What should be the threshold for significance?2 

2  These issues are of crucial importance, not only for animal experimentation but for biomedicine more 
generally (cf. Kutschenko 2012 for a discussion of the ramifications of these issues regarding the evalu-
ation of clinical trials).
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Another problem to empirically answering the necessity issue is the difficulty – and 
at the same time the requirement – to assess the applicability of animal-derived 
results before the experiments are performed. This heavily challenges ethical eval-
uations of animal-based research in biomedicine since it is simply impossible to 
evaluate the indispensability of results before the actual results are obtained. Still, 
possible scenarios and their outcomes can be described and discussed in order to 
facilitate critical reflection and ethical evaluation (Düwell 2008:233). Such an 
evaluation is, however, based on possible outcomes rather than the actual epis-
temic power of the animal-based research in question. It follows that we do not 
only have to address the question against which standards we should evaluate the 
outcomes of animal-based research, we must also ask which scenarios are possi-
ble and which factors will facilitate their realisation.

The question “Does size matter?” seems to suggest that size may be a relevant fac-
tor. In this paper, I critically examine in how far the similarity between animals 
and the target system of biomedical research, namely human beings, could predict 
the success of extrapolations. Interestingly, the similarity of experimental animals 
to humans plays an equally important though inverted role in ethical and episte-
mological debates. In ethical ones, similarity is chiefly discussed with respect to 
the mental capacities of animals and the consequences these have for their moral 
status and/or their suffering due to experimentation. Here, a high degree of simi-
larity seems to be unfavourable.3 With regard to the epistemological question – if 
results in animal-based research are applicable to humans – a high degree of sim-
ilarity can, however, very well be favourable, namely if it facilitates such extrap-
olations. It is this purported tension between epistemological and ethical issues 
regarding similarity that I aim to revisit. Let me stress that the argument I want 
to make in this paper is not that similarity matters in ethics but that even if it did 
matter, this would not automatically give rise to an ethical-epistemological dilem-
ma regarding the use of “more similar” animals in biomedical research, because 
phylogenetic similarity does not necessarily matter epistemically.

3  This argument is contested from both an ethical as well as an animal welfare perspective (see also other 
papers in this edited documentation). In ethics, the question to what extent similarity matters largely 
depends on the ethical theory applied. From an animal welfare perspective, one might argue that it is 
better to experiment with animals that we can easier relate to because this can help to satisfy the needs 
of the given animal. Both of these issues are entangled with an epistemological issue that this paper is 
concerned with: How can we assess similarity in biological and biomedical experimentation at all? With 
respect to the above mentioned ethical and animal welfare interjections the question arises how to com-
pare suffering or mental capacities of different (human and non-human) animals.
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2 similarity and analogous reasoning in biomedicine

To attribute a particular epistemic power to similarity between animal models 
and humans means to assume that by performing experimentation on organism 
O1 we can learn more about organism O2 than by using experimental systems, 
models or simulations that are less similar to O2 in the relevant aspect. Note that 
this argument combines the idea of analogous reasoning – experimenting with O1 
so as to learn something about O2 – with the notion of relevant similarity – experi-
menting with O1 because it is similar to O2 in relevant aspects. For example, mam-
malian models are attributed a particular epistemic value for the characterisation 
of cognitive decline in humans. Decline of cognitive functioning is thought to be 
best studied in animals that resemble humans with respect to their brain organi-
sation. While non-mammalian animals like fruit flies can very well be used for a 
large-scale screening of drugs that dissolve protein agglomerations, mammalian 
models, and especially transgenic mice, are regarded to play crucial roles for the 
characterisiation of the aetiology of neurodegenerative diseases like Alzheimer’s 
disease (AD) (cf., e.g. Woodruf-Pak 2008; Morrissette et al. 2009).4

The conjunction of similarity and analogous reasoning seems to be a particularly 
attractive strategy if little is known about the target system, “in the hopes that the var-
ious similarities between them [model and target system, LKK] will include the ones 
that are relevant, given the sorts of things they [the researchers, LKK] would like to 
find out about the target system”, as Wendy Parker (2009:494) has pointed out. It is 
compelling to argue that the reference to overall similarity reflects not necessarily a 
general criterion to evaluate the power of a model but rather a lack of knowledge of 
more fine-grained criteria. This is certainly an answer that could also be applied to the 
question “Does size matter?”. However, this answer is somewhat unsatisfactory. As a 
scientist one prefers not to rely on “hopes that the various similarities (…) will include 
the ones that are relevant” (ibid.) but one wants to have good and preferably verifiable 
reasons for assuming that a certain similarity is indeed relevant.

At this point, it may be important to introduce some terminological specifications: 
I consider human beings to be the target system, that is to say the field of applica-
tion of animal-based modelling in biomedicine.5 It should be noted that the target 

4  Yet, mice are not only used because of the similarity of mouse and human brain organisation. In the third 
part of this paper, I examine further factors that impact on the selection of experimental organisms. 

5  In veterinary medicine, the target system is, thus, the animal patient. In this paper, I am limiting my 
analysis to human biomedicine but I think that my conceptual analysis could also be fruitfully applied to 
veterinary science and general biology. This may be particularly interesting to single out the differences 
between animal-based modelling in sciences with different epistemic aims and fields of application.
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system is not the same as the target of modelling, and the model system is not the 
same as the means of modelling. In my reading, humans are the target system, the 
specific pathogenic process is the target of modelling, the animal that is experi-
mented on is the means of modelling, and the resulting animal model is the model 
system or field of experimentation. In biomedicine, means (experimental organ-
isms) and targets of modelling (pathogenic processes) are selected with regard to 
both clinical relevance and experimental potentiality. Thus, in the process of ani-
mal-based modelling, a specific pathogenic process is examined within a given 
field of experimentation (the animal model). The validity of the results obtained 
by this endeavour are, however, not only evaluated with respect to their epistemic 
power regarding explanations and predictions that work for the model system, but 
also with respect to their epistemic power for the target system (that is, in biomed-
icine, the human patient). 

Parker (2009) points out that it may be easier to extrapolate the results gained 
within the field of experimentation if the model system and the target system are 
materially more similar to each other. This leads us to the question what similar-This leads us to the question what similar-
ity actually is and how to assess degrees of similarity. 

According to Susan Sterrett (2009) epistemic power was first attributed to sim-
ilarity within Euclidean geometry. Here, similarity is the proportionality of the 
lengths of line segments in geometrical shapes and degrees of similarity are the 
ratios of different lengths of line segments to each other. Later, Newton recycled 
the notion of similarity for the purpose of describing physical systems and phe-
nomena like velocity or force. Sterrett (2009:801, her italics) argues in this con-
text that “in order to generalize the notion of similarity from geometry to natu-
ral science, both the notion of ratio and the notion of shape must be generalized.” 
Ratio was no longer restricted to lengths of line segments in geometrical figures 
but could involve other observables of physical systems such as time and mass. I 
think that we can learn at least two lessons from Sterrett’s analysis regarding the 
expansion of the notion of similarity with respect to our discussion: Firstly, the 
notion of similarity is context-sensitive6, that is to say similarity in geometry is 
not the same as similarity in physics, and thus, it is not self-evident what simi-
larity in the life sciences could be; and secondly, in order to make use of degrees 
of similarity, it is necessary to transform the observables into measurable units. 

6  The context-sensitivity of similarity was most prominently introduced and discussed by Nelson Good-
man (1972) who stated that “[c]ircumstances alter similarities” (ibid.:445). For a critical discussion of his 
and other philosophical approaches to similarity, especially with regard to their application to cognitive 
science, see Decock and Douven (2011).
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For instance, the application of similarity in the natural sciences necessitated the 
organisation of time, mass and other observables into a system and their specifi-
cation as (measurable) dimensions (e.g. seconds and grams as defined within the 
standardised Système International d’Unités).

The context-sensitivity and dimensionality of similarity need to be regarded 
against the background of the history of model-based experiments within differ-
ent sciences. As Thomas Brandstetter (2011) has recently illustrated, engineering 
sciences had a crucial impact on shifting the focus of scientists from maximising 
the ontological similarity of model and target system, that is to say, that model 
and target system are similar in terms of identity, to the characterisation of rel-
evant conditions that are necessary to extrapolate results from the model exper-
iment to the target system, that is to say, that model and target system function 
similarly with respect to the examined trait. 

When considering the similarity between animal models and human beings in 
biomedicine, similarity has been chiefly discussed in terms of conserved mecha-
nisms with respect to the phylogenetic relationship between animals and humans 
(cf, e.g. Burian (2005 [1993]); Weber 2005; but also Shanks and Greek 2009 who 
use the very argument to make the case against animal experimentation for bio-
medical uses).7 Interestingly, the notion of “conserved mechanism” relates to both 
ontological and functional similarity. The fact that there are no significant genetic 
alterations between a biological mechanism in two organisms, that is to say, the 
mechanism under study is genetically homologous in model and target system, 
lends credibility to the assumption that the results obtained in the model experi-
ment regarding the function of the mechanism under study can be applied with 
respect to the target system. If we compare this notion of biological, namely phy-
logenetic similarity, with the notions of similarity in physics and engineering sci-
ences, the question arises to what extent biological models epistemically differ 
from physical and mechanical ones: for instance, Richard Burian (2005 [1993]:24, 
his italics) notes that

7 The phylogenetic relationship of two organisms is characterised by the generations that have passed since 
their last common ancestor. This timeframe is seen to correlate with genetic, structural, functional and 
morphological alterations between the two organisms. Usually, phylogenetic relationships are mapped 
as pedigrees (for a critical evaluation, see O’Malley 2010). Importantly, not only organisms have been 
grouped to species and mapped according to their natural history. Also, the natural history of single 
proteins has been reconstructed: The alterations that come along with evolution are not randomly dis-
tributed because some alterations have lethal or at least unfavourable effects and are therefore not passed 
on to the next generation. Certain processes therefore vary more than others. If they are kept quite stable 
between two organisms they are referred to as “conserved”.
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biological knowledge is knowledge of large numbers of particular systems 

that cannot be identically prepared. As such, it cannot, in principle, be derived 
from a body of laws plus initial or boundary conditions. Substantive knowl-
edge of evolutionary history, of alternative biological mechanisms, of phylog-
enies, and so on, is needed to evaluate the power of a given result.

Drawing on this, Marcel Weber (2008:181) argues that “[a]ny extrapolations from 
model organisms are only reliable to the extent that the mechanisms under study 
have the same evolutionary origin in the model organisms and in humans”.

Extrapolations are, to quote Daniel Steel (2008:3), inferences when “one begins with 
some knowledge of a causal relationship in one population8, and endeavors to reliably 
draw a conclusion concerning that relationship in a distinct population”. Steel argues that 
the degree of similarity (in terms of phylogenetic relatedness) between a population of 
organism O1 and a population of O2 is not necessary for obtaining reliable extrapolations 
if the differences between O1 and O2 are known. To this end, he stresses the possibility 
of comparative process tracing in both populations of organisms to achieve the relevant 
knowledge that allows for extrapolating results from one organism to another one that is 
not that similar (Steel 2008:78–100). The crucial point here is that the reference to natu-
ral similarities established by evolutionary links can be trumped through elaborate exper-
imental practices, that is to say the reliability of extrapolations need not depend on a close 
phylogenetic relationship between model and target system. The reason for this lies in the 
fact that while biology and biomedicine make use of experimental organisms these are not 
just natural organisms. As Cameron Shelley (2010:297) points out: 

[…] the mouse is not the whole of the model. The entire regime to which the 
mouse is subjected comprises part of the model also. That is [in the case of 
examining mice in the Porsolt Forced-Swim Test, LKK], the administration 
of stimulant, the cylinder of water, the starting and stopping conditions of the 
test, are all part of the model too.

It is this theme that I would like to scrutinise further in this paper.

8 As Steel rightly points out, experiments in biology and biomedicine are always performed in a group 
of more or less heterogeneous animals and humans. Importantly, Steel’s notion of population does not 
necessarily correspond to its meaning within evolutionary theory but is primarily pragmatic in character, 
that is to say, it refers to the result of directed grouping practices of researchers.
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In animal models (model systems) for diseases that only occur in humans (tar-
get systems), the pathological features (targets of modelling) not only need to be 
assessed, they have to be introduced into the experimental organism (means of 
modelling). While the animal itself is not technically constructed but develops 
biologically, there are many experimental steps that indeed mimic engineering. 
Also, for the purpose of modelling a human disease the very disease needs to be 
characterised in terms of assessable parameters in the first place. For instance, it 
is important to know which features are actual hallmarks of the disease in order 
to identify good targets of modelling. However, a greater degree of this addition-
al measure of similarity, namely completeness of representation – here in terms of 
the model system exhibiting all hallmarks of the given disease – may not necessar-
ily be of experimental and epistemic merit. Researchers have stressed the value of 
so-called incomplete models for complex diseases such as Alzheimer’s disease. For 
instance, in the context of testing new diagnostics, the epistemic value of a model 
cannot be measured with respect to its mirroring the actual human disease in all 
its complexity, as Alzheimer researchers stress (Radde et al. 2008:S73): 

Since tau lesions appear also in many other neurodegenerative diseases, the 
generation of specific compounds which either bind to NFTs [Neurofibril-
lary tangles, LKK] or Aβ [Amyloid β plaques, LKK] is of great importance for 
in vivo imaging and diagnostic purposes. Cross-β structure and congophilic 
birefringence are two characteristics of plaques and tangles, thus complicat-
ing the design of lesion-specific tracers. The availability of models for only the 
Aβ lesions and models for the tau lesions is therefore of great value for identi-
fying tracers that target either tauopathy or Aβ-amyloidosis.

Note that Radde et al. talk, like biomedical researchers commonly do, about mod-
els and not about animals, although they are referring to mice. As outlined above, 
I submit that the reference to animal models (model systems) instead of animals 
(means of modelling) is more than a linguistic difference and has strong implica-
tions for the similarity question.

β
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3 standardising, modifying and assessing animal models

Animal-based modelling in biomedicine refers, in a first approximation, to exper-
imentation with a subset of standardised organisms in order to extrapolate the 
obtained results or apply the tested methods to humans. Three aspects are of cen-
tral importance, namely (at least some steps of) experimentation with the whole 

organism (rather than for instance research on animal-derived cell-lines) that 
takes place in a laboratory (thereby excluding so-called field studies) and that 
aims to draw conclusions that can be applied to humans. Biology and biomedicine 
make use of animals in very different ways. Let me briefly place the animal mod-
els that I discuss in this paper in a broader context (see Figure 1):

Figure	1:	Different modes of using animals as experimental resources. Three modes of uses are deline-
ated along the axes of standardising and theorising: animal-derived biotechnological products, in vivo 
experimentation and extrapolation. There is no clear cut between experimentation and extrapolation. 
Note that the degree of standardising and theorising varies not only between but also within the differ-
ent subsets. The red box marks practical and theoretical issues addressing a particular subset of experi-
mentation and extrapolation aspects regarding “animal models”. 

Two essential epistemic practices of researchers are addressed: animal-based exper-
imentation and extrapolation (which I introduced in the previous section). Note the 
dotted line in Figure 1 indicates an interrelation between establishing an animal 
model and animal-based modelling: Experimental practices that are needed to gen-
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erate standardised laboratory animals go hand in hand with the use of these animals 
as materialised models. In other words, animal models need to be fitted to the ques-
tion of interest to be models at all – and this fitting is guided by theoretical assump-
tions, for instance regarding the selection of hallmarks of a disease to be modelled, 
which is realised through experimental practices. Three sets of experimental prac-
tices can be distinguished: (1) standardising the organism, (2) introducing the modi-
fications of interest, and (3) assessing the effects of the introduced modifications: 

(1) Standardising. Researchers can make use of already standardised, well-charac-
terised laboratory animals as well as standardised procedures for their handling. 
Standardisation can refer to genetic homogenisation that uses inbred strains to 
reduce inter-individual variability due to genetic differences. Also, nutrition and 
other environmental conditions are standardised in order to reduce inter-individu-
al variability due to physiological differences (Gaudillière 2006:30). These stand-
ardisation techniques are necessary conditions for the generation of reproduci-
ble results. Karin Knorr-Cetina (1999:27) has described the associated laborato-
ry practices as “epistemically advantageous for the pursuit of science” because of 
the “detachment of natural objects [the organisms, LKK] from their natural envi-
ronment and their installation in a new phenomenal field [the laboratory, LKK] 
defined by social agents”. This “detachment” is enforced by the introduction of 
specific modifications into the organisms.

(2) Modifying. Researchers use a variety of devices to introduce modifications. 
Again, we can distinguish between genetic and physiological ones. Genetic modi-
fications comprise methods of either randomly introducing mutations, for exam-
ple via radiation, or by selectively targeting the genome, for example by generat-
ing vectors that carry specific mutations or additional genes and introducing these 
into the organism. Physiological modifications include differences in the handling 
of the organism—say a particular diet or an enriched environment. Both, genetic 
and physiological modifications are of epistemic value if and only if they are rec-
ognised as alterations, that is to say, they need to be controlled against a standard-
ised “wild type” and they need to be assessed as potential difference-making fac-
tors. As Rachel Ankeny (2007:50 f.) notes, using such controls necessitates

at least two forms of idealization: the choice of a wild type (which provides 
concrete laboratory instantiations of the organism, permitting comparison, 
for instance, to particular mutant strains) and data summarizing descriptive 
devices (such as wiring or cell lineage diagrams).
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The introduction of modifications is therefore designed and performed with ref-
erence to established standards and according to the screening and storing tech-
niques that are at hand (see also Leonelli 2008).

(3) Assessing. Researchers can choose between diverse assessment tools and pro-
tocols. The choice and abundance of these tools have a huge impact on the epis-
temic power that is attributed to a given animal model. Assessment (including 
operationalisation, measurement and visualisation) of parameters plays a pivot-
al role for the evaluation of the validity of animal models. If we want to attribute 
the status of a model to an experimental animal it is not enough for the animal to 

have the traits of interest; it is also necessary that the researcher is able to assess 

them as such. This is – depending on the experimental set-up – nontrivial. Con-
sider the assessment of memory deficits in mice: It is impossible to assess them in 
the same ways as is done in humans, namely using neuropsychological tests. If we 
want to evaluate in how far the mouse model represents memory deficits as they 
are conceptualised within neuropsychology, we will not only have to evaluate the 
particular mouse model but also the general validity of the methods used to assess 
these deficits in mice in relation to the methods used for humans (see also Sullivan 
2010). Consequently, empirical questions (Does this mouse model exhibit memory 
deficits?) have to be evaluated in light of methodological questions (Is this method 
adequate for measuring memory deficits?), and these, again, need to be related to 
epistemological questions (How can the information we receive by applying this 
method help us explain, predict and understand memory deficits in humans?).

Choosing organisms and methods necessitates quite some laboratory experi-
ence and skilled judgement with respect to all three sets of experimental practic-
es (standardising, modifying, assessing). These – to a certain degree historically 
contingent yet epistemically relevant – decisions regarding “the right organism for 
the job” (Lederman and Burian 1993) have been a focal point in the discussion on 
the history, philosophy and sociology of organism-based research in biology and 
(bio-)medicine. The choice of an organism will influence in one way or another 
“what we know about functions or diseases” (Bynum 1999:400) or how we will 
conceive of concepts like “disease specificity” (op cit.:401). Moreover, the right 
organism not only needs to be found but, as we have seen, also has to be modi-
fied and founded in the laboratory in order to be chosen at all.9 As a consequence, 
model organisms differ so much from non-laboratory organisms that they are 

9  I refer here to Sophia Efstathiou’s (2009) notion of “found science” that relates, comparable to “found 
art”, to the process of finding the ordinary and founding it in the context of science.
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something else entirely. In technical terms, they are attributed a specific ontologi-

cal status between natural object (organism) and artefact or instrument (material-
ised model), whereby the naturalness and craftedness of animal models are mat-
ters of degrees. Nicole Karafyllis (2003) has therefore characterised animal mod-
els as hybrid “biofacts”.10 The technicity of animal models is inserted into the 
organism, grows with it and seemingly disappears.

In this context, it is important to differentiate between two technology-related 
aspects of animal models. The first one is rather unchallenged, namely that ani-
mal models are technically modified. Marcel Weber (2005:174) calls this strongly 
cumulative activity of researchers “preparative experimentation” to denote “the 
large amount of work that goes into developing the materials that are needed for 
research – work that is not primarily aimed at discovering new phenomena or test-
ing theories”. The second issue refers to the tool-like character of animal models. 
In this respect, there is more debate regarding the degree to which animal models 
can be considered tools or instruments in the strict sense of the word (cf. Weber 
2005:169–173). For the purpose of this paper it is sufficient to say that animals 
are experimentally modified to be better models for the targets of interest and that 
these modifications do not necessarily aim for a greater similarity to the target but 
to increase the assessability of its representational relation to the target. 

4 Conclusion

Experimental practices involved in establishing animal models for human diseas-
es mark the difference between “animal” and “animal model”. The take-home-
message of this paper is that if we are concerned with the epistemic value of simi-
larity in terms of “Does a greater degree of similarity between the animal model 
and human target help us to gain better results?”, it matters that we are talking of 
animal models and not of animals in more general terms. Similarity in biomedi-
cal research cannot be reduced to similarity in nature. In research contexts, any 
feature in question needs to be controllable and assessable first of all. What is 
more, if there are methodological possibilities to ensure the representational rela-
tion between model and target with respect to the question of interest, these are 
not per se less trustworthy if they do not presuppose natural material similari-
ties. This brings us back to the initial question whether size matters. The answer 

10  I would like to thank Mathias Gutmann for pointing me to the fact that Karafyllis’ notion should bet-
ter be called “zoofact” in order to signify the hybrid status between the technical artifact and the living  
(ζ ῷον) rather than the lifeform (βίος).
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that my epistemological analysis implies is: It depends. There certainly are cases 
in which the size of the animal model is a relevant factor, for instance if diagnos-
tic instruments or surgical practices are tested that necessitate a certain size of 
the biological material. These cases represent biomedical issues that have much in 
common with physical and mechanical problems in engineering sciences. When it 
comes to the question of whether a given disease can successfully be modelled in 
an animal, the representational relation is much more difficult to evaluate, espe-
cially if the disease does not spontaneously affect non-human animals. In this con-
text research on conserved mechanisms can be of major importance, but as I have 
pointed out, the reference to phylogenetic similarity alone cannot warrant extrap-
olations from animal to human. To attribute the status of a model to an experi-
mental animal it is not enough for the animal to have the traits of interest; it is also 
necessary that the researcher is able to assess them as such. Accordingly, the traits 
modelled need only be the same as those observed in humans when they are rele-
vant to the very question the researcher aims to answer. Consequently, to argue in 
favour of biomedical research on primates just because they are our closest rela-
tives is a spurious endeavour not only from an ethical but also from an epistemo-
logical point of view. The example illustrates why the similarity between human 
beings and animal models does not automatically give rise to an insurmountable 
dilemma of epistemic value versus ethical concerns. This may be one more reason 
for directing the attention of scientists to research into methods that avoid or at 
least refine animal experimentation and the attention of philosophers to the very 
concept of “refinement”. 

Lara K. Kutschenko, Dipl.-MolBiomed.
Institut für Geschichte, Theorie und Ethik der Medizin
Universitätsmedizin der Johannes Gutenberg-Universität Mainz, 
Germany
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Does size matter �� considerations of importance 
for choice of animal species in a transgenic model
for Alzheimer’s disease
Lene Vammen Søndergaard and Mette S. Herskin

Abstract

The pig (Sus scrofa) is being used increasingly in neuroscience research. The ques-
tion is: does size matter for this development? To model a particular human dis-
ease, it is essential to choose the animal species most suitable for complete repli-
cation of the disease, thereby optimizing the validity of the model. In the present 
paper, we present considerations of importance for our choice of animal species 
for a transgenic Alzheimer’s disease model, leading to the selection of the pig. The 
considerations include availability of pig breeds, the life cycle of pigs, pros and 
cons of the pig brain size and complexity for a higher degree of comparability as 
well as the possibility of porcine genetic modification. Further, a brief descrip-
tion of Alzheimer’s disease in terms of genetic foundation, neuropathological hall-
marks and clinical manifestation is provided. We conclude that the size of the pig 
– including effects derived of body size – does matter for the choice of animal spe-
cies for the Alzheimer’s disease model. In particular, the longer pig longevity com-
bined with the larger size and greater complexity of the pig brain compared to 
rodents enables a more direct translation to human brain function, and a continu-
ing development in cognitive testing of pigs produces porcine alternatives as mod-
els for human neurodegenerative diseases. 

1 Introduction

Translational research is the process of transforming basic research outcomes 
into clinical application (Wehling 2008). Animal models are core components in 
translational research for evaluating disease etiology, drug efficacy and safety or 
therapeutic capacities. Traditionally, biomedical research has been conducted on 
small animal species with the vast majority being mice. Rodents have been consid-
ered advantageous due to significant fertility and feasible requirements concern-
ing housing facilities. However, in several cases rodents have not been suitable for 
replicating human diseases, and non-human primates such as macaques, vervet 
monkeys and marmosets (Carlsson et al. 2004) have been used widely due to their 
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genetic and functional similarities with humans. However, non-human primates 
are expensive and difficult to obtain and maintain, and ethical concerns regard-
ing the use of primates in biomedical research (Goodman and Check 2002) have 
resulted in closing of colonies of research monkeys in several European countries 
during the last decade. Besides, complex cognitive abilities need not exclusively be 
present in non-human primates (Emery and Clayton 2004).

More than 40 years have passed since the domestic pig (Sus scrofa) was first pro-
posed as an experimental animal for human medical research (Bustad and McClel-
lan 1965), and the use of the pig in biomedical research is now well established 
particularly for surgical or physiological purposes (Tumbleson and Schook 1996). 
Recently, pigs have also increasingly been used within neuroscience research (Lind 
et al. 2007), and several brain diseases have been fully or partially modeled, such 
as Parkinson’s disease (Mikkelsen et al. 1999), multiple sclerosis (Singer et al. 
2000), seizures (Marchi et al. 2007) and acute ischemic stroke (Sakoh et al. 2000; 
Imai et al. 2006). The question is: does size matter for this development? In the 
present chapter, we present considerations of importance for our choice of animal 
species for a model of Alzheimer’s disease. It is always essential to choose the most 
suitable animal species to model a particular human disease in order to replicate 
the disease most completely and thereby to obtain the highest degree of validity. 
Our aim is to account for the arguments leading us to select the pig as the model 
species for a transgenic animal model of Alzheimer’s disease. 

2 Availability of pig breeds and knowledge about the pig

The pig was domesticated from the wild boar around 9,000 years ago (Porter 
1993; Giuffra et al. 2000) and a vast number of different breeds have been devel-
oped. Agricultural pig breeds possess the advantage of having been widely inves-
tigated in their capacity as a meat producing farm animals. They are readily avail-
able and inexpensive. In addition, available information on the prevention and 
treatment of porcine infections benefits the use of pigs as laboratory animal spe-
cies (Hansen et al. 1997). Today, the worldwide production of pork approach-
es 100,000 tons and the current stock exceeds 800 mio animals (Danish Agri-
culture & Food 2010), primarily based on a number of commercially available 
breeds genetically selected to optimize meat production. In these breeds, females 
give birth to large litters, often exceeding 16 piglets (Danish Agriculture and Food 
2009). Typically, the piglets are weaned at 4 weeks of age, allowing sows to give 
birth to more than two litters per year. The young pigs grow fast and reach puberty  
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at 5–6 months for the agricultural breeds. Commercially produced pigs are slaugh-
tered at a body weight of approximately 100 kg, which is reached before they are 6 
months old. Depending on the breeds the body weight of a mature female approxi-
mates 200 kg and the mature males are even larger.

3 body size

Because of an adult body weight in excess of 200 kg, commercial agricultural 
pigs are most commonly used for short-term research studies at a weight of less 
than 40 kg. This restriction sets the upper age limit of research pigs at only 15–16 
weeks of age, which in nature corresponds to the time of weaning, and according-
ly, animals of these ages are (pre-) pubertal. The introduction of minipig breeds 
(England 1966; Haring et al. 1966; Panepinte 1996) has abated the previous prob-
lem with the size of the pig. Mature minipigs weigh 40–80 kg, and reach pubertyand reach puberty 
within 3–4 months of age, and this reduction in size results in substantially lessand this reduction in size results in substantially less 
space requirements and easier handling. The Yucatan and Hanford breeds haveThe Yucatan and Hanford breeds have 
an adult body weight of 70–90 kg, whereas the Göttingen, Sinclair and Yucatan 
micropig breeds have an adult weight of 35–55 kg. Several laboratory breeds have 
been developed in China, where for instance Xiang and Wuzhishan minipigs are 
commonly used for experimental purposes (Fan et al. 2003). With an adult bodyWith an adult body 
weight of 40–80 kg, muchmuch in vivo experimental instrumentation used for clinical 
or preclinical research is applicable for pigs (e.g. positron emission tomography 
(PET), magnetic resonance imaging (MRI), functional magnetic resonance imag-
ing (fMRI), electroencephalography, and electrocardiography.

4 Life cycle

The life cycle of pigs accommodate pros and cons for modeling human neurode-
generative diseases. The pig is easily bred with a short gestation period (115 days) 
and large litter size compared with primates. The life span of pigs is probably up 
to 20 years, which is long compared with rodent species. Compared to rodents, 
the long juvenile period of pigs may present translational advantages for studies of 
neurodevelopment and plasticity. 
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5 The brain

Not only the pig as a whole, but also the larger size of the pig brain compared 
to rodents, facilitates the use of human clinical equipment such as conventional 
brain scanners. Additionally, the larger complexity of the pig brain causes a more 
straightforward translation to human brain function: The weight of the adult pig 
brain ranges from 80 to 180 g, depending on body size and breed (Herre 1936), 
which is significantly larger that the rat brain weighing around 2 g, and compa-
rable to the brain mass of several nonhuman primate species traditionally used 
for experimental purposes. In the mature Danish Landrace pig, the total number 
of neocortical neurons is 430 million, and approximately 325 million in the Göt-
tingen minipig (Jelsing et al. 2006). In comparison, the total number of neocor-
tical neurons in rat brain is 21 million (Korbo et al. 1993), versus the 19–23 bil-
lion neurons in the human cerebral cortex (Pakkenberg and Gundersen 1997). 
Comparison of the overall shape of brains of different species can be done using 
the dimensionless isomorphy factor, which is a coefficient for monitoring brain 
shape independent of size (Mayhew 1992; Mayhew et al. 1996). The isomorphic 
value for the pig brain is around 50, whereas the formalin fixated human brain 
reaches a value of around 65 (Pakkenberg and Gundersen 1997); for the rat brain, 
the value is less than 10 (Nieuwenhuys et al. 1998). The pig brain cortical sur-
face more closely resembles human gyrencephalic neocortex (Hofman 1985) com-
pared with the lisencephalic rodent brain. The extent and pattern of the cortical 
convolution pattern of the pig brain has been described in detail in a number of 
studies (Stephan 1951; Kruska 1970). However, the assessment of comparabili-
ty to the human brain has been rather discrepant. This is further complicated by 
the apparent variability between individuals in pigs, as well as variability between 
breeds and genders (Herre 1936; Stephan 1951; Kruska and Rohrs 1974).	There-
fore, although the pig brain in several ways enables more straight translation to 
the human brain compared to rodents, further research is warranted to investi-
gate the pig brain in more detail anatomically in order to facilitate comparison 
with the human brain.

Other implications for using the pig as a model in neuroscience are the homolo-
gy of neurotransmitter systems, where studies of the porcine brain have reported 
comparability to the human brain (reviewed by Lind et al. 2007). Similar recep-
tors (e.g. Rosa-Neto et al. 2004a, b; Jakobsen et al. 2006; Cumming et al. 2007), 
enzymes (e.g. Brust et al. 2004; Parker et al. 2005; Jensen et al. 2006) and trans-
porters (Brust et al. 2003) as in the human brain have been identified in the pig. 
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Interestingly though, in the dopamine system it has not been possible to detect 
typical human transporters in the pig brain (Minuzzi et al. 2006). 

Much of the in vivo experimental instrumentation used for clinical or preclini-
cal research has already been applied to pigs (e.g. positron emission tomography 
(PET), magnetic resonance imaging (MRI), functional magnetic resonance imag-
ing (fMRI), electroencephalography, and electrocardiography. Several stereotax-
ic instruments for precise localisation of the target tissue by use of three-dimen-
sional coordinates have been developed (e.g. Marcilloux et al. 1989; Saito et al. 
1998; Bjarkam et al. 2009), and a number of stereotaxic atlases of the pig brain 
are available (e.g. Yoshikawa 1968; Felix et al. 1999; Watanabe et al. 2001).

Despite incomplete characterisation of the pig brain, it can be said to resemble 
the primate brain with respect to morphology, histology, brain development, and 
transmitter systems, and may thus present advantages compared with the use of 
rodents for modeling human neurodegenerative diseases, in particular in case of 
disorders that are age dependent. In humans, neurodegenerative disorders may 
affect cognitive abilities in particular, and it is thus very valuable to investigate 
these aspects in brain disease models, and several brain disorders have been either 
fully or partially modeled in the pig (Kornum and Knudsen 2011). Interest in char-
acterisation of pig cognition is increasing, and several promising types of task for 
use in studies of pig cognition have been identified (Gieling et al. 2011; Kornum 
and Knudsen 2011). Pigs are able to learn classical and operant conditioning tasks 
(e.g. Baldwin 1969; Baldwin and Meese 1979) and have proven easy to train. 
Much has been learned about cognitive abilities in pigs (Ferguson et al. 2009), 
however experience is limited, and results have not been replicated, resulting in a 
lack of validated, translational behavioural paradigms that are specially suited to 
evaluate specific aspects of pig cognition. 

6 Genetic modification

Inbred strains of rodents have been available for decades, providing the advantag-
es of fixing the genotype within a strain. Until recently, such pigs have not been 
available and consequently, the inter-individual variation among pigs has been 
more pronounced compared to inbred rodent strains. However, with the develop-
ment of cloning techniques (e.g. Schmidt et al. 2010), the potential of producing 
genetically identical pigs is growing. The entire pig genome sequence and many 
other genomic resources will be available in the near future. Importantly, effi-
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cient and precise techniques for the genetic modification of pigs are being estab-
lished, facilitating the generation of tailored disease models (Aigner et al. 2010). 
The development of transgenic pigs as disease models was launched by Petters et 
al. (1997) establishing a porcine retinitis pigmentosa model. Later, attempts of 
modeling Huntington’s disease in a transgenic porcine model were made (Uch-
ida et al. 2001), and a porcine model for cystic fibrosis (CF) provides a pivot-
al tool for research in the pathology and therapy of the disease (Rogers et al. 
2008a, b). Furthermore, attempts to develop a pig model for diabetes mellitus 
have been made (Umeyama et al. 2008). Besides these examples, the use of trans-
genic pigs as disease models has been limited (Kraft et al. 2005; Hao et al. 2006; 
Renner et al. 2008, 2010), probably due to the lack of appropriate methods for 
producing transgenic pigs as compared with the well-characterised genetic modi-
fications of rodents (Matsunari and Nagashima 2009). Much effort is, however, 
currently being put into pig transgenesis, and the techniques are being refined and 
becominge more efficient (Schmidt et al. 2010).

7 A porcine model for Alzheimer’s disease

The discovery of disease causing mutations in human patients suffering from Alzhe-
imer’s disease has led to an increasing interest in the development of transgenic ani-
mal models for Alzheimer’s disease. Alzheimer’s disease is the most frequent cause 
of neurodegenerative dementia characterised by a severe progressive course of dis-
ease with extensive cognitive decline, and by a unique pathology. The disease is 
named after the German psychiatrist Alois Alzheimer (Kraepelin 1910), who was 
the first to report a case of intellectual deterioration with the distinctive histolog-
ical findings of senile plaques and neurofibrillary tangles (Alzheimer 1907). AD 
is considered a multifactorial disease, but in certain rare families Alzheimer’s dis-
ease occurs as an autosomal dominant disorder with onset at 40 to 50 years of age, 
which is earlier than in the population in general, where disease onset is at more 
than 60 years of age (Eurocode 2009). Mutations causing the disease are located 
in the amyloid precursor protein gene (APP) on chromosome 21 (Chartier-Harlin 
et al. 1991; Goate et al. 1991), and in the presenilin 1 and 2 genes on chromosome 
14 and 1, respectively (Alzheimer’s disease collaborative group 1995; Rogaev et al. 
1995; Sherrington et al. 1995). These mutations increase the intracellular produc-
tion of the neurotoxic amyloid beta protein, Aβ (Scheuner et al 1996), which is nor-
mally removed from the brain. In Alzheimer’s disease, Aβ is accumulated, and there 
is general agreement that the Aβ accumulation initiates the pathogenic process 
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leading to neuritic plaques and formation of intraneuronal neurofibrillary tangles 
and, eventually, neuron loss (Hardy and Allsop 1991). During the last 20 years, 
various combinations of the mutated Alzheimer’s disease-genes have been used to 
develop transgenic murine models expressing the disease phenotype. Important 
knowledge about the disease process has been established by these models, but 
none have developed all characteristic neuropathological and behavioural devia-
tions (reviewed by Göts et al. 2004; Kobayashi and Chen 2005; Duyckaerts et al. 
2008). Further, the phenotype is often unpredictable and diverges between dif-
ferent background strains. Transgenic mice expressing mutant human APP devel-
op many neuropathological features of Alzheimer’s disease, including amyloid 
plaques and inflammatory changes (Games et al. 1995; Hsiao et al 1996; Benz-
ing et al. 1999), but neurofibrillary tangles and widespread neuronal loss have not 
been observed in these models (Takeuchi et al. 2000). Co-expression of mutant 
human tau genes may cause these models to develop neurofibrillary tangles (Oddo 
et al. 2003). The relevance of this tau pathology with respect to Alzheimer’s dis-
ease is, however, unclear, since the tau mutation per se causes neurofibrillary tan-
gles in transgenic mice, whereas in humans, tau mutations are associated with 
a frontotemporal dementia, which is clinically and neuropathologically distinct 
from Alzheimer’s disease (Hogg et al. 2003). A more equivalent model for Alzhei-
mer’s disease may be created in an animal evolutionarily closer to humans, and the 
pig is considered an attractive non-primate candidate (Chen et al. 2007).

It is not known whether the pig develops Alzheimer’s disease spontaneously. In Den-
mark, a pig’s age does rarely exceed four to five years, and there has been no docu-
mentation of demented pigs. In a series of 12 elderly sows (age 10–12 years), no neu-
ropathological changes in terms of neurofibrillary tangles or amyloid plaques were 
found, but immunohistochemical staining has shown the presence of Aβ1-42 in the 
neuronal cytoplasm (IE Holm: personal communication), which has been shown to 
precede the development of neuritic plaques in transgenic mice (Oddo et al. 2003). 
A study by Smith et al. (1999) has shown accumulation of Aβ in pig brains after dif-
fuse brain trauma. Likewise, accumulation of Aβ in axons as a result of head trau-
ma has been shown (Chen et al. 2004). Combined with the similarity of the porcine 
and human hippocampus (Holm 1995), several factors thus suggest that the pig may 
prove suitable as an animal model for Alzheimer’s disease. 
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8 diagnosing Alzheimer’s disease

Alzheimer’s disease produces a multidimensional behavioural syndrome with 
dementia being a hallmark symptom. Loss of memory is the first and most severe 
symptom (Santacruz and Swagerty 2001). Alzheimer’s disease is characterised by a 
process that may be categorised according to clinical stages. These stages proceed in 
a continuum with normal aging, but are qualitatively different (Petrella et al 2003). 
In patients, a practical approach to the diagnosis of dementia begins with the clini-
cal recognition of a progressive decline in memory, a decrease in the patient’s ability 
to perform activities of daily living, psychiatric problems, personality changes and 
problem behaviours. Physical examination and laboratory tests are recommended 
to rule out specific reversible causes of dementia, for instance hearing or vision defi-
cits, hypothyroidism, vitamin B12 deficiency or depression (Santacruz and Swager-
ty 2001). Clinical criteria used for diagnosing Alzheimer’s disease have been formu-
lated in the National Institute of Neurological and Communicative Disorders and 
Stroke/Alzheimer’s Disease and Related Disorders Association (NINCDS/ADRDA) 
criteria (McKhann et al. 1984) for possible or probable Alzheimer’s disease and 
in the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) crite-
ria (American Psychiatric Association 2000) for dementia of the Alzheimer type. 
According to DSM-IV, clinical examination should include assessment of cognitive 
domains, including speech (aphasia), motor memory (apraxia), sensory recognition 
(agnosia) and complex behaviour sequencing (executive functioning). Although the 
Mini-Mental State Examination (MMSE) (Folstein et al. 1975) is not diagnostic of 
dementia and Alzheimer’s disease, it is useful for assessing cognitive function and 
documenting subsequent decline. The MMSE can detect cognitive impairment by 
evaluating orientation, attention, recall, language and ability to follow commands. 
The diagnosis is dependent on the presence of both characteristic clinical symptoms 
and specific neuropathological changes, so the diagnosis cannot be decisively made 
while the patient is still alive. The gross appearance of the brain of Alzheimer’s dis-
ease patients includes coarse atrophy with expanded sulci and ventricles, primari-
ly affecting the parietal and temporal lobes. Microscopic changes include lesions in 
terms of the presence of amyloid (senile) plaques and neurofibrillary tangles in these 
areas of the brain (Jellinger and Bancher 1998), which are the neuropathological 
hallmarks of the disease (Ball et al. 1997). 

It may be argued that animal models in Alzheimer’s disease research do not provide 
a high degree of face validity since the core-symptoms described in DMS-IV (apha-
sia, apraxia, agnosia, and executive functioning) (American Psychiatric Association 
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2000) cannot readily be produced in an animal model. However, being a disease of 
sound behavioural rationale in humans, an analogy to a porcine model would rea-
sonably include behavioural assessment of disease progress. Embracing hallmark 
symptoms of Alzheimer’s disease patients, an approximation of symptoms can be 
produced in animals. 

9 Conclusion

From the present review, it appears that the body and brain size is a relevant factor 
in the choice of species for an animal model of Alzheimer’s disease and has been an 
important factor for the choise of the pig rather than rodents. Interconnected to the 
relatively large body size is longevity and more complex brain, and in conjunction 
these three factors suggest that pigs enable a more direct translation to human brain 
function than rodents. Concurrently, the cognitive abilities of the pig are well-devel-
oped and are being investigated, and a continuing development in cognitive testing 
of pigs is in progress, which helps in the production of relevant and valid porcine 
alternatives as models for human neurodegenerative diseases. 

We conclude that in the search for a suitable animal model for Alzheimer’s disease, 
the pig offers several advantages compared to traditional rodent models. Some of 
these are due to the size of this animal. Hence, size does matter when choosing ani-
mal species for human disease models within neuroscience. Size is, however, not the 
sole factor leading us to favor the pig as an animal model for Alzheimer’s disease. 
The cognitive abilities of the pig in conjunction with the availability of transgenic 
methods, as well as the vast amount of knowledge already accumulated about the 
pig, are other important factors for choosing it. The potential of this species as a 
model for neurodegenerative diseases such as Alzheimer’s disease is great, which – 
combined with the need for an alternative to non-human primates – is why we advo-
cate using this species in translational research within the field of neuroscience.
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Aarhus University, Denmark
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The right question and the corresponding animal
model in light of the 3 R’s
Brigitte von Rechenberg

1 The 3 r’s (reduce, refine and replace)

Asking the right question in relation to experimental animal research is probably 
one of the most delicate and difficult aspects especially in translational fields, where 
no standard models are available. While research related to mice and rats seem quite 
standardised in basic sciences, this becomes more difficult in applied research, such 
as biotechnology, biomaterials or medical devices, where usually larger animals are 
warranted. In absence of standards it is of even higher importance to ask the right 
questions, select the correct species and use the appropriate animal model. Apart 
from the research question, parallel issues of animal welfare, animal numbers and 
justification for use of animals for research have to be balanced including expertise 
to perform animal research, especially in large animals.

The 3 R’s have been around for many years, usually in combination with in vitro 
cell culture work to replace in vivo experiments with animals. However, there is 
not much literature around to extend the 3 R’s also to the animal work per se and 
the question arises whether this is really possible? While in vitro work is highly 
important to test biocompatibility issues in context with using foreign materials, 
it will never completely replace the need for animal experiments. The complex 
nature of the immune system and the entire organism and its answer to foreign 
materials will never be mimicked by in vitro cell cultures, no matter how sophisti-
cated they are. In addition, translation of in vitro work to the real situation in the 
organism is not straightforward, but often very complex.

2 Translation of results in vitro to in vivo

One of the open questions for in vitro work starts with the use of the correct cell 
types. Are cell lines really representative for the real life organism? Or does their 
change to become cell lines also change their overall behavior such that primary 
cell lines should be better used? An example from our own research with supra-
paramagnetic ion oxide nanoparticles (SPIONs) may serve as illustration: the aim 
of the in vitro cell cultures with coated SPIONs was to establish biocompatibility 
for later use as local drug delivery in the joint. Since joint structures are composed 
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of cartilage, synovial membrane including joint capsule structures and bone, we 
chose to use primary chondrocytes, osteoblasts and synoviocytes as testing sys-
tem in vitro. The up-take of SPIONs over time, as well as the dosage titration was 
different for each cell type (Schöpf et al. 2005), which was also later confirmed by 
in vivo application (Schulze et al. 2005, 2006). In addition, the coating and func-
tionalization with either fluorescent dyes or plasmids changed their behavior in 

vitro and in vivo (Galuppo et al. 2006; Hellstern et al. 2006; Kamau et al. 2006; 
Schulze et al. 2005) Especially the change of plasmid functionalization could not 
be foreseen and ended somewhat as a surprise despite all the pervious cell culture 
work (Galuppo et al. 2006; Kamau et al. 2006). 

Another danger with in vitro cell culture work may be related to interpretation 
and conclusions drawn from this work for the in vivo clinical situation. An exam-
ple is the significance to metallic or polyethylene wear particles in conjunction 
with aseptic loosening of metallic devices, such as hip or knee prosthesis. Clinical-
ly retrieved material of the surrounding tissue of failed metallic implants revealed 
interface membranes congested with macrophages filled with metallic wear par-
ticles (Figure 1). 

Subsequent extensive in vitro cell culture work then showed that wear particles had a 
significant and deleterious effect on various cell types depending on size, amount and 
composition. Although this is certainly true it is definitively premature and incorrect 
to draw the conclusion that wear particles are the cause of aseptic loosening. Rather, 
the wear particles are just one attribution to a complex cascade in the living organism, 

Figure	1: An interface membrane is pictured after experiments with titanium alloys in a primary stable 
(a) and unstable (b) condition. While controls (a) show a relatively unreactive fibrous tissue membrane, 
the unstable implants generated a lot of wear particles which are phagocytosed by macrophages. Fur-
thermore, other inflammatory cells such as lymphocytes and plasma cells are visible.
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where biomechanical instability and subsequent micromotion, corrosion and tribo-cor-
rosion of the metallic implant and cellular response including acidosis and regulation 
of cytokines and inflammatory mediators within the local environment of the medical 
device played a major role (El-Warrak et al. 2001, 2004; Hodgson et al. 2001).

Therefore, in order to draw the correct conclusions, it essential to ask the correct 
research question from the beginning, and this relates to in vitro and in vivo work.

3 Asking research questions, how and when?

The art to ask the right question relates to many aspects, among them the goal to 
reduce animal numbers, to justify the animal’s suffering and finally, whether it is feasi-
ble to combine questions and research aspects in order to apply animal welfare issues. 
My doctorate thesis supervisor once taught me that “if you ask one research ques-
tion at a time, you may be lucky to get one answer and at least 10 new questions…”. 
After years of research I may add out of my own experience, if negative answers also 

allow an answer and correct interpretation, it may have been a good research ques-

tion. Too many times I have seen in reviewing experiments that only positive answers 
allowed interpretation and if the answer was negative no conclusion could be drawn. 
One of my own, early experiences may serve as a negative sample: When testing a 
new device for sealing the annulus fibrosus in the spinal disk for its biocompatibility 
and functionality, it was directly implanted into surgically damaged disks in sheep. 
At the end the results indicated inflammatory responses of the disk environment, but 
it was unclear whether the material itself or the failing resistance to mechanical load 
and thus, dispersion of the material throughout the spinal canal was responsible for 
this negative response. Another, often erroneously combined research question is the 
test of a new biomaterial as a bone filler directly implanted in critical size long bone 
defects. Failure is always related to non-union with or without failure of implants. If 
biocompatibility issues were not solved beforehand in a non-loaded experimental sit-
uation, no conclusions can be drawn whether failure was related to biocompatibili-
ty issues of the new biomaterial, the relative bulk of the material, missing mechanical 
stability or a combination thereof. Bone reacts similarly in cases of bio-incompatibil-
ity, failure of implant and non-union: it produces a lot of fibrous tissue with more or 
less numerous inflammatory cells. But there is no definitive cut-off in cell numbers to 
assess whether failure was related to mechanical problems or material properties.
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In both cases the unfortunate combination of research questions aimed at reduc-
ing animals and costs resulted exactly in the opposite: high research costs without 
results, no reduction of numbers and animals died for nothing!

Often animal models that were useful and validated for one research question sudden-
ly are shifted and used for other research questions, where the model does not really 
serve well. For example, nowadays, biocompatibility of new materials is tested quite 
frequently with their subcutaneous or intramuscular implantation in the dorsum of 
rats. While this heterotopic model is well validated for tests aiming at bone induction 
(therefore implantation at a non-bone environment to study the potential of the mate-
rial), it does not really make sense for biocompatibility. A capsule is formed around 
the material in most of the cases, mainly due to mechanical issues and the fact that 
the environment recognizes it as irritation. As capsule formation, however, is one of 
the main arguments to determine biocompatibility, this is not a good model for this 
purpose. If biocompatibility of material should be tested for later use in bone, it is of 
much more value to use and implant the material directly in bone, where capsule for-
mation is really indicative of problems related to biocompatibility.

Other important questions related to biomaterials in combination with local 
drug delivery are dose related or how the biomimetic substances or mesenchy-
mal stem cells can be optimally applied (Meinel 2001; Meinel et al. 2003). There, 
titration studies in vitro have to be the basis for later in vivo application, which 
then still have to encircle the optimal dose requirement by using a low and a 
high dose tactic to reach the goal (Meinel et al. 2003; Arrighi et al. 2009). Even 
though in vitro studies may have been promising, in vivo results may be jeop-
ardized by unexpected problems related to bulk erosion of the material and/or 
burst release issues of the drug. Therefore, the behavior and degradation of new 
materials also has to be studied over time such that the reaction of intermediate 
products during degradation can be followed and no surprises come up later in 
clinical trials. Moving forward step by step and including appropriate controls 
is of paramount importance (Figure 2). 

Last, it is also very important to accurately assess cellular reactions of the local 
tissue towards the new material, not only over time but also at various zones 
within or close to the material. While new bone formation may be seen in some 
zones, right beside it there may a foreign body reaction, which could be detrimen-
tal to the overall healing. So assessing only new bone formation of materials is not 
enough and does not give the full answer (Figure 3). 
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This careful approach may look in the beginning as if more animals will be used 
through increasing group numbers (controls, various time points). However, at the 
end usually results can be validated and the animals have been wisely used justi-
fying their suffering and giving their lives.

4 Animal species

Choosing the right animal species is important and is also related to the research 
question. While small laboratory rodents (mice, rats) may serve well to study 
basic mechanisms of signal transduction, or regeneration and repair mechanisms 
in bone or cartilage especially with the possibility of using transgenic strains, they 
usually don’t serve well for testing medical devices or bone induction with new 
bio-scaffolds. Good results with bone biomimetics in laboratory rodents includ-
ing the rabbit cannot necessarily be repeated in larger animals including humans 
(see the history of bone morphogenic protein, BMP). Question of the ease of use, 
access to appropriate facilities, costs, but also size, overall metabolisms including 

ethics have to be carefully weighed against each other. In European countries the 

Figure	2: Application of calcium phosphate cement over time (2, 4 and 6 months) is illustrated in his-
tology sections of non-decalcified bone samples of a skull defect in sheep. While up to 4 months results 
with new bone formation look quite promising, at 6 months almost all cement is resorbed and replaced 
by fibrous tissue. Although the exact reason is unknown at this point, it most likely has more to do with 
general healing capacity of the skull bone than the cement itself, which works very well in other loca-
tions of the body and is commercially available in the mean time for filling defects in ling bones.
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use of companion animals, such like dogs or horses, or non-human primates is a 
very sensitive issue and will be clearly weighed higher in the future – rightfully so! 
Since the “dignity of animals” has become part of the animal welfare legislation, 
it will be much more difficult to justify their use.

Last but not least, ethics of animal use should also include the handling of animals and 
the emotional attachment of animal technician and/or researchers to the experimental 
animals. For example, sheep and goats can often be used interchangeably for research 
questions in bone or cartilage. But then, while sheep are usually much easier to handle 
and keep in herds to their benefit of well-being, goats don’t always work well in groups 
(attack each other violently in smaller areas). In addition, goats are much more persona-
ble and attached to human beings and vice versa. Therefore, the emotional strain for the 
people involved is much higher when it comes to sacrifice of the animals.

Figure	3: Assessment of a silk matrix as bone replacement in the drill hole model in sheep at 2 months 
shows different cellular reactions depending on the zone. While in the middle of the scaffold the materi-
als cavities are infiltrated by macrophages and multinuclear foreign body cells directly at the surface of the 
remaining silk (a, b), at the periphery the material is already digested and shows matrix degradation as well 
as infiltration with lymphocytes and plasma cells. At the transition of the material to the adjacent bone, 
a fibrous capsule with a high number of lymphocytes indicates immune reaction to the foreign material. 
Later, at 4 and 6 months these reactions subsided. The immune reaction could be traced to the incomplete 
washout of a solvent during processing of the scaffolds, which later could be successfully resolved.
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5 possible animal models

In view of all points raised above, two animal models in sheep are presented that 
take all these considerations into view. The first, so called “drill hole model” 
serves well for testing biocompatibility issues for materials tested in bone replace-
ment studies (Nuss et al. 2006). An 8mm drill hole is placed bilaterally in the 
proximal and distal humerus and femur of sheep at locations where no risk of 
fracture or other unnecessary stress is involved for the animals (Figure 4). 

No additional implants are used and the materials are subjected to only physio-
logical load of normal cancellous bone. It is an ideal model for screening of new 
materials where suffering of the animals can be kept to a minimum while intra- 
and inter-individual differences can be studied optimally (Figure 5). If done prop-
erly and with the use of modern analgesics the animals get up right after surgery 
without any impairment of ambulation or other behavior. If the new materials 

Figure	4: The drill hole model is illustrated, where the approach and the size of the wounds are demon-
strated in the proximal and distal humerus (a) and femur (b). A standardised drill and drill guide (c) are 
used to prepare the 8mm drill hole (d) with minimal injury to the surrounding soft tissues.
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prove worthy, only the best are taken further and applied in a tibia defect model, 
where additional implants guarantee stable fixation. Thus, suffering can be kept 
to a minimum and also the use of animal numbers undergoing a more stressful 
animal model (tibia defect).

Another animal model along this line is the pelvic model in sheep to test osseointe-
gration of novel metal implants into bone (Ferguson et al. 2008; Langhoff et al. 
2008). There up to 18 (dental) implants can be tested in one animal allowing also 
parallel insertion of implants that are evaluated for histology and biomechanical 
removal torque or push/pull out tests (Figure 6). Like in the drill hole model, if 
adequately performed, the suffering of animals can be kept to a minimum and ani-
mals can quickly lead a normal life at 2-3 days after surgery until their time point 
of sacrifice. Again, only the best metal surfaces should be selected for testing in a 

Figure	5: Histological assessment (a–c) and microradiography (d) of the different materials within the 
same animal shows impressive differences of material degradation and new bone formation.
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more challenging animal model, such as intra-oral application of dental implants 
or joint replacement (hip, stifle).

Last but not least, if a critical size defect is used in sheep, the size of the defect 
in the animal has to be carefully selected. A 4 cm defect in humans does not 
relate directly to the same size in the sheep. A 4 cm defect in the sheep is a 
high challenge in a sheep tibia, which is much smaller (ca. 60% of a human 
tibia) and therefore, may not be the correct model. Problems with internal fix-
ation may well override the original research question and jeopardize the over-
all result. Complications with refracturing of tibiae from 25–50%, or even up 
100% are common, but are seldom reported in the literature (author has these 
numbers as critical reviewer from internal, not published reports) which – of 
course – are an inacceptable number in view of animal welfare. If a 1 cm defect 
is selected in sheep and the periosteum is removed at the time of surgery, it is a 
sufficient large size defect to test the new material under conditions, which are 
not so harmful to the animals. If the material proves worthy, the best perform-
ing could be selected an applied in a larger defect of 2.5cm, that is even more 

Figure	6:	The picture shows the pelvic sheep model with several implant locations (a) and the samples 
prepared for histology or torque removal test after sacrifice (b).
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challenging but still can be applied with appropriate internal fixation without 
asking for high complication numbers. In view of the different size of tibia in 
human and animals, this defect will prove as sufficiently large in relation to the 
overall body size to validate the use of this new material in humans (Figure 7).

6 expertise in larger animal models

Performing animal models in larger animals as sheep, goats or pigs (and of 
course if it cannot be avoided in dogs) requires expertise not only as a research-
er, but also as a surgeon or anesthetist and as a facilitator of animal management 
from the beginning to the end of the experiment. Especially tibia defect models 
as described above are challenging and require a lot of expertise for additional 
casting of the limbs, maintenance of the sheep in suspension systems, clinical fol-
low-up and analgesia regimens. Therefore, it is the firm belief of the author that 
only veterinary specialists should be allowed to perform these types of experi-
ments. There, veterinary specialists (www.ebvs.org.) of the European Colleges 

Figure	7:		The picture shows the tibia defect model with an 1 cm and 2.5 cm defect. At the right the his-
tological section is shown where bone healing can be assessed.
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of Veterinary Surgery (ECVS), Anesthesia and Analgesia (ECVAA), and Labo-
ratory Animal Medicine (ECLAM) should be entitled to conduct experimental 
surgeries in larger animals than small laboratory rodents (Auer et al. 2007).

Professor Dr. med. vet. Brigitte von Rechenberg, Dipl. ECVS
Musculoskeletal Research Unit (MSRU)
Center for Applied Biotechnology and Molecular Biology (CABMM)
Vetsuisse Faculty ZH
University of Zurich, Switzerland
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Predictive validity of animal models and the 
question of size
Orsolya E. Varga

1 Introduction

The importance of selecting the right animal model in all kinds of animal research 
cannot be overemphasised, and in preclinical research it is crucial. The model 
selection process aims to find those species/strains from which translation of 
results to humans is most straightforward. This article1 provides an introduction 
to the concept of validity of animal models, focusing on the relation of body size 
and the predictive validity of animal models for the study of human diseases. 

There are three main arguments for the use of animals in biomedical experiments: 
1) unlike cell or organ cultures they provide the complex biological system needed 
for certain studies, 2) it is possible to control and standardise genetic and environ-
mental influence on laboratory animals in order to guarantee reproducible results 
in experimentation, and 3) it is possible to apply invasive sampling and interven-
tions in ways that are not ethically, legally and practically possible in research 
with human subjects. In research, animal models are used to test new hypotheses, 
to discover basic pathomechanisms and to develop new treatments.

It is hardly questioned in our society that there is a continuous need for new drugs, 
and therefore for new Research and Development (R&D) incentive. The Pharma-
ceutical Research and Manufacturers of America estimates that it costs more than 
$1 billion on average to bring a new drug to market, and that only one in 10,000 
medicines tested may reach commercialization (PhRMA 2011). The vast majority 
of drug candidates are sorted out before clinical trials, and only 8–12% of drugs 
tested in clinical trials will be finally approved. Drugs have to go through 3 differ-
ent types of clinical trials before approval. Phase 1 clinical trials are done to eval-
uate the safety, and Phase 2 is to test the efficacy of a drug or treatment. These 
first two phases regularly involve less than 100 people. There are more patients 
enrolled in Phase 3 trials which are for gathering statistical proof of efficacy, while 
continuing to monitor safety. Phase 3 trials often aim to compare the efficacy of 
the novel treatment to a well-established one on the market.

1  I would like to thank to Anna Olsson and Peter Sandoe for their guidance on this research topic. I would 
like to address special thanks to Kristin Hagen for her support and advice in improving this paper.



��4

Every phase has high attrition (reduction) rate, however, in fact, the majority of 
drug candidates fall out in Phase 2 trials. An analysis has found that Phase 2 suc-
cess rates fell from 28% in 2006 and 2007 to just 18% in 2008 and 2009, accord-
ing to the Centre for Medicines Research, which examined trials undertaken by 16 
drugmakers (representing approximately 60% of global R&D spending) (Arrow-
smith 2011b). Phase 2 success rates are lower than at any other phase of develop-
ment, although success rates depend on therapeutic areas and the types of mol-
ecules (Arrowsmith 2011a). To understand the low success rate the failures were 
analysed: 51% (44 out of 87) were due to insufficient efficacy, 29% (25 out of 87) 
were due to strategic reasons and 19% (17 out of 87) were due to clinical or pre-
clinical safety reasons (Arrowsmith 2011a). One may wonder why so many drugs 
seem to be appropriate in preclinical studies but fail in human trials. Haberman 
believes that the poorly predictive animal models constitute a major cause of drug 
attrition. In his opinion the major reason for why animal models are poorly pre-
dictive is that we understand relatively little about normal and disease biology 
(Haberman 2009). Therefore, the selection of appropriate animal models is cru-
cial in drug development. 

Rodents, especially mice, dominate biomedical research. Mice are the most com-
monly used animal models, and are widely considered to be the best model of 
inherited human disease since their genetic background can be easily modified. 
However, one may question if rodents are really universal models. There are sever-
al cases when results from mice could not be extrapolated to humans (Friese et al. 
2006; Gawrylewski 2007). Many believe that the current rodent exclusivity forms 
an obstacle to scientific progress, and bigger body size would widen research pos-
sibilities in a technical sense (Vilahur et al. 2011).

Large animal models are not as widely used as mice, flies, or nematodes. The main 
reasons for this are the high price of individual animals and the obvious need for 
space to maintain these animals (Purcell 2010). However, some argue that invest-
ing into large animals would reduce research costs because using large animals 
could enhance the development speed and increase the probability of the suc-
cessful development of new therapeutics offering enhanced efficacy and reduced 

adverse effects (Henze et al. 2010).

The aim of this paper is to discuss the relation of body size and the validity of ani-
mal models with special focus on their predictive value. I here use the most con-
ventional definition of large animals: main domesticated livestock species, such 
as cows, sheep, goats, pigs, and occasionally horses. Although primate models or 
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companion animals such as dogs and cats are also “large animals” in terms of 
size, they receive special attention since having their unique set of attributes and 
issues as animal models. Rodents are considered small animals in the literature. 

2 selecting the right animal model 

The idea of animal models is based on the August Krogh principle that for every 
defined physiological problem, there is an optimally suited animal that would 
most efficiently yield an answer (Jorgensen 2001). A modern definition describes 
an animal model as “...a living organism with an inherited, naturally acquired, 
or induced pathological process that in one or more respects closely resembles the 
same phenomenon occurring in man. Thus, animal models should not be expect-
ed to be ideal, nor to be universally suited to all foreseeable uses...” (Wessler 
1976). Researchers have to select those animal models which are relevant to their 
research questions. For example, HIV vaccines can be tested only in chimpanzees; 
the sole model animal species allowing replication of the virus. However there are 
several research questions which may be studied in a huge variety of species. In 
these cases, in fact, scientists mostly prefer the cheaper and well established mod-, in fact, scientists mostly prefer the cheaper and well established mod-
els in their research (Coid 1978).

As Rand (2009) has noted, the selection of a species should not be based solely 
on availability, familiarity, or cost. The readily available, familiar, or inexpensive 
species may not provide the genetic, physiologiccal or psychological facets needed 
for the proposed project. Instead of giving specific rules for the choice of the best 
animal model, Rand lists without ranking, several factors which may contribute without ranking, several factors which may contribute 
to model selection. For clarity, these factors are grouped here into four main cate-
gories: factors related (1) to the appropriateness of the selected animal models, (2) 
to the animal, (3) to financial and other pragmatic issues, and (4) ethical factors 
which may influence the model selection.

(1) With regard to the appropriateness of an animal model Rand suggests to con-
sider its appropriateness as an analog, background knowledge of its biological as an analog, background knowledge of its biological 
properties, the possibility to generalize the results obtained with it, and the trans-
ferability of information. The bigger the similarity between an animal model and 
human subjects, and the higher the generalizability and transferability of results, 
the better the selected model.

(2) Animal related factors mostly concern biological characteristics of animals 
such as genetic aspects, life span, age, sex and size, current diseases or conditions 
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of animals, ease of and adaptability to experimental manipulation, and other spe-
cial features. As mentioned above, mice are often considered the ideal models due 
to their small size, easy breeding, short life-span, and large amount of phenotypic 
variation. Large animals tend to live longer and their reproduction rate is lower. 
These specific biological features of mice and also other rodents facilitate and 
influence their use as research models, and this selection highly influences our sci-
entific knowledge as such. For example, what we know about genetics is based on 
data generated from ‘manageable species’ like fruit flies, worms, mice.

(3) The pragmatic issues in the choice of the appropriate animal model are about 
the costs and availability of animals, and husbandry issues such as consultation 
with veterinary experts, customary practice, housing availability and husbandry 
expertise.

(4) The ethically relevant factors to consider in choice of animal models concern, 
for example, the ecological risks if hazardous components are used in the experi-
mentation, and how stressful the experimentation is for the animals. 

3 Classification of animal models according their validity

In preclinical research the major question is to what extent the results from exper-
iments with animals can be translated to humans, or with other words, how valid 
the animal models are. The validity of the chosen animal models should have pri-
ority in the model selection. Animal activists often claim that no animal species is 
a valid model for humans due to differences in metabolism, physical appearance, 
etc. (Shanks 2007; Shanks et al. 2009). The opposite view is that animals can be 
valid models of human physiology, at least in a limited sense. Validity of models 
is a complex concept. An animal model is described as valid if it “resembles the 
human condition in aetiology, pathophysiology, symptomatology and response 
to therapeutic interventions” (Van Dam et al. 2006). Usually, this general valid-
ity is broken down into three aspects: predictive validity (performance in the test 
predicts performance in the modelled condition), face validity (phenomenologi-
cal analogy with the modelled condition) and construct validity (the model has a 
sound theoretical rationale) (van der Staay 2006).

Over the last few years several initiatives have been launched to encourage the use 
of more accurate animal models in both industrial and academic research. Euro-
pean and US authorities have published guidelines which identify the key charac-
teristics of an approved animal model and list criteria which, if met, demonstrate 
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a model’s suitability (cross-species comparison taking into account the target, its 
structural homology, distribution, signal transduction pathways and the nature 
of pharmacological effects); these are to be addressed by those seeking approval 
or a licence for drugs or biological products (Committee for Medicinal Products 
for Human Use (CHMP) 2007; U.S. Department of Health and Human Services 
Food and Drug Administration 2009). Several voluntary initiatives by research-
ers and industry point in the same direction, including the STRAIT initiative for 
more sophisticated, consensus-based validity criteria governing preclinical animal 
studies of stroke (Regenberg et al. 2009), and the ongoing MATRICS, TURNS 
and CNTRICS programmes to improve research into therapy for schizophrenia 
(Markou et al. 2009).

Essentially, these initiatives promote a more sophisticated way of delivering con-
struct and face validity. However, when the results of an animal study are intended 
to be translated into human treatments (preclinical research), the ultimate proof 
of a model’s value is its predictive validity. While face and construct validity are 
primarily theoretical considerations, predictive validity involves the calculation 
of a number of statistical parameters in a validation process (Bhogal et al. 2008). 
Thus, predictive validity of animal models can be calculated retrospectively, after 
obtaining data from humans (Willner 1991; Worth et al. 2002).

4 predictive validity and body size

Predictive validity of species/strains can be examined either case-by-case or sys-
tematically. Comparative studies often compare the validity of species or strains 
and then recommend or don’t recommend their use. These studies are based on 
selected examples, and may be influenced by the authors’ personal experience. For 
example, a review of atherosclerosis and thrombosis studies compared the use-
fulness of small and large animals. The review concluded that there is a room for 
both, although the translation from rodent studies to humans have failed several 
times, and therefore the use of more promising large animals is necessary before 
clinical trials (Vilahur et al. 2011). As Garth Whiteside has noted, comparison of 
large datasets from preclinical efficacy studies and human trials is complex, and 
the translatability cannot be described as “worked”, “didn’t work”, or “failed”; 
deeper analysis is needed (Whiteside et al. 2008). We have to take the effort to 
understand to what extent our models used in preclinical studies are predictive.
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If we take the concept of quantitative interpretation of predictive validity, predic-
tive validity can be calculated as a correlation between performance in the model 
and performance in the target. Usually, this type of correlation is defined as a 
numeric coefficient between one and minus one. If the coefficient is near zero, 
then the correlation is weak, meaning that the performance of the drug in humans 
cannot be predicted on the basis of the model. If a coefficient is near one or minus 
one, then the correlation is strong, meaning that the performance of the drug in 
humans can be predicted quite accurately on the basis of the model. Regarding 
this concept the question is where to draw the line in validity: which degree of pre-
dictability must animal models reach in order to be predictively valid. There are 
two basic approaches of validity arguments in the literature: fixed threshold and 
relative threshold arguments (Shelley 2010). 

The fixed threshold predictive validity argument says that animal models are pre-
dictively valid exactly if their correlation with results in human tests exceeds a 
fixed value (Shelley 2010). For example, Greek argues that this value is 0.9 (or -
0.9) in biomedical sciences, and since animal models don’t reach it, in their opin-
ion, animal models fail to have predictive validity (Greek et al. 2011).

The relative threshold predictive validity argument, instead of evaluating animal 
models against a fixed threshold, is based on a comparison. For example, valid-
ity of animal research is often compared to the validity of cell or tissue cultures. 
In one of these studies in vitro cell cultures were compared to neonatal mice for 
measuring the infectivity of five genotype 2 isolates of Cryptosporidium parvum. 
The study concluded that in vitro cell culture was equivalent to the “gold stand-
ard” mouse infectivity for measuring the infectivity of Cryptosporidium parvum 
and should therefore be considered a practical and accurate alternative for assess-
ing oocyst infectivity and inactivation. However, due to the high levels of variabil-
ity displayed by all assays, a final verdict on their validity was not given (Rochelle 
et al. 2002).

Given data from humans and different species, the predictive validity of animal 
models could thus in principle be objectively compared by calculation of their 
correlation coefficient. This calculation requires quantitative information about 
treatment effects both in animal and human subjects. First, systematic reviews of 
animal and human studies have to be prepared to get comparable outcomes, and 
then the correlation coefficient can be calculated. One may think that the compar-
ison of correlation coefficients from different animal models is a straightforward 
step, since most diseases are studied on several animal models, including small 
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and large animals. In other words, there is no theoretical obstacle in comparison 
of large and small animals’ predictive validity. For example, the metabolic syn-
drome, which is a complex human lifestyle related disorder, has been studied on 
78 animal models from 11 species (Varga et al. 2010), including for instance lla-
mas and leptin deficient mice. However, since preclinical animal studies are very 
diverse, systematic reviews often simply cannot be performed. The species effect 
can only be examined if studies report the same outcomes and are measured in 
the same way. 

Methodological inconsistency among studies, such as different screening tests 
applied in preclinical tests and clinical trials (Lerman et al. 2007), or different 
study design used (Sena 2007; Macleod et al. 2009; Sena et al. 2010) are well 
known problems of preclinical research. Besides these methodological prob-
lems, the retrospective evaluation of predictive validity of animal models is fur-
ther complicated by statistical weaknesses. Animal studies regularly report data 
from few animals, and usually such studies are not repeated by independent other 
laboratories.

To put it simply, if we want to know whether large animal are better (more predi-
cative) models for a particular question than small animals we have to systemati-
cally analyze the relevant human and animal studies. At the same time, the diver-
sity among preclinical animal studies may effectively prevent achieving a clear 
conclusion with this method. 

5 Trends to improve predictive validity of animal models

If it were possible to analyze the predictive validity of established animal models, 
this would help to select better and to design future models. Since the predictive 
value of each animal model can hardly be assessed objectively, no systematic feed-
back exists. However, there are other forward approaches used to improve the pre-
dictive value of animal models: 1) selecting animal models with better face validity 
or 2) designing animal models with better construct validity (Haberman 2009). 

5.1 Face validity and body size

The classical approach of model selection in preclinical research focuses on the 
face validity (sufficient similarities between the phenotype of the animal and symp-
toms of the human disorder). One way to improve the predictive value of modelsOne way to improve the predictive value of models 
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is to move toward large animals (e.g. pigs) which better recapitulate the human 
phenomena than mouse models. The body size as similarity can be interpreted atThe body size as similarity can be interpreted at 
two levels: one as meaning the physical appearance, the largeness; the other as the 
bigger genetic similarity from an evolutionary point of view. (For clarity, it has to 
be noted that there is no direct connection between body size and genetic prox-
imity: larger animals are not closer but those species commonly referred as ‘large 
animals’ in biomedicine vs. rodents; see below.) Both interpretations have signifi-
cance in model selection.

The physical size of animals matters in certain cases: there are “prominent differ-
ences in body size between species, which affect their appropriateness as a model 
for certain experiments” (Kuzmuk et al. 2011). A guide by the FDA recommends 
considering principles about body size when developing animal studies for cardio-
vascular devices (U.S. Department of Health and Human Services 2011). It is easy 
to understand that size does matter in certain fields; and large animals cannot be 
replaced by smaller ones. For example, an obvious advantage of large model ani-
mals concerns the practical possibilities for biotechnical instrumentation. Can- Can-Can-
nulation of blood and lymph vessels (e.g. the thoracic duct) allows one to sample 
continuously or intermittently the large number of cells in circulation. To study 
nutrition, metabolism, and development of the immune system in the fetus, chron-
ic catheterization techniques are often necessary to investigate maternal and fetal 
blood flow in the animals (Hodgson and Coe 2005).

The evolutionary viewpoint assumes that bigger genetic overlap between animals 
and humans leads to more valid animal models and higher probability of trans-
lational success of their experimental results. Although in the phylogenetic sense 
rodents are closer to humans than domestic artiodactyls (such as cattle or pigs), 
the genetic homology within domestic species is also significant (Cooper et al. 
2003). However, in science, it is not of great importance whether there is a two per 
cent or 30 per cent difference in the genome sequence; the main barrier is caused 
by just one or a few genes which are relevant for the research questions. Homolo-
gy in genes and phylogenetic proximity are obviously connected, but not the same 
thing. For example, a study investigated the similarity between the insulin pro-
moters in several mammal species such as humans, cows, pigs, mice, rats. The 
study concluded that within mammals, the dog stands out due to its much great-
er homology to humans in this respect. Rodent promoters (important in diabe-
tes studies) are markedly different from the human promoters, and the study has 
urged caution in extrapolating data from rodent promoter studies to the etiology 
and therapy of diabetes (Hay et al. 2006).
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The genetic homology of humans is the best with non-human primates; with chim-
panzees it is more than 98%. Because of similarities, non-human primate animal 
models are believed to be better suited than other animal models to investigate 
most human disorders. For examples, chimpanzees and humans are the only two 
species that are susceptible to hepatitis-C infection, and no other suitable animal 
model currently exist to test a prophylactic vaccine. However, the use of primatesHowever, the use of primates 
is constrained by special moral and pragmatic concerns. Although a large pro-
portion of the public supports animal research, the attitude towards research on 
primates is the opposite, probably because they resemble us. The species specif-
ic (risk of extinction) and financial concerns, as well as the complexity, training 
and expertise required are also obstacles to the wide use of non-human primates. 
Non-human primates are often ‘replaced’ by the less similar but more accessible 
and less costly large animal models, such as the porcine model, which fairly repro-
duces human symptoms in many cases (Vilahur et al. 2011).

Although the evolutionary approach (gene level) is very promising in model selec-
tion, it has to be noted that the link between face and predictive validity is not very 
strong. Minor differences in the genetic makeup of two otherwise very similar spe-Minor differences in the genetic makeup of two otherwise very similar spe-
cies can result in very different responses to drugs and diseases (Greek et al. 2011). 

5.2 Construct validity and body size

The second approach for improving the predictive value of animal models is to 
design animal models which represent the human condition of interest well (Will-
ner 1991). Besides the fact that genetic research is providing genetic informa-
tion, not only from humans, but also from animals traditionally used as models, 
genetics has opened the door for new ways of designing humanized models. This 
knowledge is applied to produce specific transgenic animals or knockouts, which 
better mimic the physiological complexity of human disease than existing models 
(Greek et al. 2011). Genetically modified mice are universally used in science but 
genetically altered pigs, sheep, etc. are also increasingly available.

Although humanized models have important roles in research, translating results 
from genetically altered animals (mostly mice) to humans is not ‘straightforward’. 
For example, research on mice mutant in Fmr1 or MeCP2 (the gene for methyl 
CpG binding protein 2, mutated in Rett syndrome), has promisingly suggested 
possible new therapies based on detailed understanding of the biochemical pathol-
ogy. Indeed, the effects of the mutation of this gene on synaptic plasticity are well 
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described at the biochemical and cellular levels. However, the ultimate impact of 
these changes on the functions of specific neural circuits and how these explain 
the observed behaviors or psychopathology remain obscure, and drug develop-
ment is still a future promise (Mitchell et al. 2011).

6 Conclusion – size does matter?

Three different types of validity are regularly distinguished in the literature: pre-
dictive-, face-, and construct validity. In preclinical research the aim is to select 
predictive animal models of which results can be translated to humans. However, 
the predictive capacity of each model can only be determined when data are also 
available from human clinical trials. In model selection, considering the face- and 
the construct validity of animal models can help. 

Body size has impacts on both face and construct validity. Since our typically cho-
sen large animal models can be ‘genetically’ more closely related to humans than 
rodents, bigger body size intimates genetic proximity (face validity) and therefore 
better predictive validity in certain areas of research. So far genetically modified 
small animals (as examples of construct validity) have not proven to be more pre-
dictive than traditional ones. However, while genetically altered large animals are 
still rare in research, recent advances in transgenic technology which allow crea-
tion of genetically altered large animals, may lead to animal models with higher 
face and construct validity than either rodents or traditional large animals.

To conclude, body size does matter in preclinical studies, but apart from a few 
research fields where large body size is an obvious technical requirement or advan-
tage, it is not clear to what extent the typically chosen large animal models are 
more predictive than small ones. 

Orsolya Varga, Ph.D.
Laboratory Animal Science Group
Instituto de Biologia Molecular e Celular (IBMC)
Universidade do Porto, Portugal
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The dog �� an alternative animal model for
haematopoietic malignancies
Barbara C. Rütgen, Ilse Schwendenwein, Sabine E. Essler and 
Armin Saalmüller

1 scientific background and relevance

Malignant lymphoma encompasses all neoplastic changes originating from lym-
phatic tissue. It represents a systemic disease of juvenile or mature B, T, Large 
Granular Lymphocytes (LGL) or unclassified lymphocytes, resulting in solid 
tumours in lymphatic organs (especially lymph node and spleen), bone marrow 
or other tissues. In dogs, it was first described in 1871 (Kessler 2005). Regarding 
clinical symptoms and pathology, this neoplasia represents a very heterogeneous 
group of tumours. The original source of the neoplastic cells is the peripheral lym-
phatic tissue followed by secondary infiltration into other organs. In theory, lym-
phomas have to be distinguished from lymphatic leukaemia, because in the latter 
no solid tumours occur. Nevertheless the differentiation between these two dis-
eases is hampered by dissemination of malignant cells via the bloodstream. 

In dogs, lymphomas are the most common tumours (Kessler 2005), apart from 
neoplasias originating in skin and mammary gland. With 90% of all canine hae-
matopoietic tumours and 13–33 cases per year in 100,000 individuals, lympho-
mas have a similar incidence in dogs compared to humans (16-30/100,000 indi-
viduals; Hahn et al. 1994). Most commonly middle-aged animals (6.3–7.7 years) 
are affected (Kessler 2005). The frequency of cases is dependent on breed and 
family (Modiano et al. 2005) but not on sex (Kessler 2005). In contrast to cats, 
mice, birds or cattle, viral infection has not been proven to cause lymphomas in 
dogs (Greenlee et al. 1990). Symptoms are extremely variable and depend primari-
ly on location and stage of disease at first presentation. Chemotherapy is the most 
commonly used therapy in dogs suffering from this disease and allows 77% of the 
patients to achieve complete remission with an average life expectancy of 265 days 
after diagnosis (Kessler 2005).

T-cell lymphomas seem to have a poorer prognosis than B-cell lymphomas (Teske 
1994; Kessler 2005). Recent studies showed that dogs with aggressive lymphopro-
liferative disease were not all suffering from T-cell lymphomas but included some 
diffuse large Burkitt-type B-cell subtypes (Raskin 2004a) indicating that pheno-
type is not the only important prognostic marker (Ponce et al. 2004). Further-
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more, T-cell lymphomas showing “mixed phenotypes” (e.g. CD3+ with aberrant 
expression of CD79α+) are well documented in humans and dogs, suggesting that 
they may occur more frequently than previously thought (Thomas et al. 2001).

2  Characterisation, staging, and prognosis of canine  
lymphoma

Because of the heterogeneity of the disease, it is important to differentiate malig-
nant tissue at cellular level for reliable prognosis and therapy. The World Health 
Organization (WHO) classification used in human diagnosis is based on morpho-
logical and cytological features and allows predictions for tumour development 
and prognosis for the chosen therapy. For the first time in the 1990s, cytological 
and morphological data from canine lymphoma were matched with the human 
classification system (Greenlee et al. 1990; Teske 1994; Millner et al. 1996; Four-
nel-Fleury et al. 1997), leading to the first WHO classification for lymphoma in 
veterinary medicine (Valli et al. 2002; Gilson and Séguin 2003; Raskin 2004b). 
However, to build a proper diagnosis in clinical practice, morphological and cyto-
logical findings are no longer considered sufficient. Using monoclonal antibod-
ies (mAb), 38% of analysed lymphomas can be identified as T-cell type but in 
most cases no association between immunophenotypic and cytological charac-
teristics can be observed (Greenlee et al. 1990; Teske 1994; Kessler 2005). In 
2011, the WHO classification system was adapted for canine patients (Valli et al. 
2011), thereby enabling a more precisely defined characterisation of various enti-
ties. Nevertheless, to fulfil all criteria for the characterisation of haematopoietic 
neoplasms in animals, additional data considering the identification and charac-
terisation of cytogenetic and molecular aberrations are necessary. Recent publica-
tions underline the similarity of molecular changes in dogs and humans, strength-
ening the qualification of the dog as a powerful model for human haematopoietic 
malignancies such as lymphoma (Cruz Cardona et al. 2011; Suter et al. 2011; Tho-
mas et al. 2011; Wolfesberger et al. in press).

In routine diagnosis, immunophenotyping using flow cytometry (FCM) represents 
a fundamental state-of-the-art method for diagnosis. In the Central Laboratory 
of the University of Veterinary Medicine Vienna, a diagnostic protocol with 17 
mAbs was established in 2005, and since then more than 120 samples of canine 
lymphoma cells have been analysed. By means of assessing the expression level of 
these extra- and intracellular markers, this technique allows to immunopheno-
type lymphocytic populations floating in single cell suspension. Furthermore, var-
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ious types of sample material, for example whole blood, bone marrow, fine nee-
dle aspiration (FNA) material and cerebrospinal fluid (CSF) or effusions can be 
used for FCM analyses. The characterisation of lymphocyte populations of dif-
ferent haematopoietic lineages and the discrimination between B-, T-, or “mixed 
cell” (B- and T-cell marker expression) are the main reasons for performing this 
analysis. To date, this differentiation has only a small impact on chemotherapeu-
tic protocols, but is important for the prognosis of the disease (Teske 1994; Kes-
sler 2005). By applying FCM analysis, canine lymphoproliferative diseases are 
characterised in-depth allowing the recently updated WHO classification includ-
ing immunophenotype and molecular properties to be customized for canine sam-
ples more precisely.

In recent years, molecular techniques have also become available for the diagno-
sis of canine lymphoproliferative disorders. Polymerase chain reaction (PCR) for 
antigen receptor rearrangement (PARR) is a method used for the detection of clon-
al lymphocyte populations based on the assessment of diversity within the comple-
mentary determining region 3 (CDR3) of the immunoglobulin heavy chain vari-
able region genes (IgH) and the T cell receptor gamma (TCRγ) genes (Burnett et 
al. 2003; Lana et al. 2006; Kisseberth et al. 2007). At present, PARR is routine-
ly done in the Central Laboratory of the University of Veterinary Medicine rep-
resenting an additional suitable method for distinguishing reactive from neoplas-
tic populations of lymphocytes. This technique allows to overcome the limitations 
of FCM analysis because of low cell concentrations given in many source mate-
rials like whole blood, bone marrow, FNA material, CSF and different kinds of 
effusions. Compared to FCM, PARR is more suitable for the diagnosis of ambig-
uous cases of haematopoietic malignancies, for assessing minimum residual dis-
ease (MRD), and enables retrospective studies based on formalin-fixed paraffin-
embedded (FFPE) material.

3 The dog as a large animal model for human lymphoma

Canine lymphoma represents a useful translational model to study the pathogen-
esis and treatment of lymphoma as dogs share extensive genome homology and a 
common environment with humans. Because companion dogs have shared a com-
mon environment with humans for thousands of years confronting them with the 
same pollution, dog cancers capture the ‘essence’ of the problem of human can-
cer in a manner not possible with other animal model systems, thus making them 
a powerful experimental model. Additionally, they are outbred individuals and 
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develop the disease spontaneously like humans. (Vail and MacEwen 2000; Star-
key et al. 2005; Greenlee et al. 1990; Teske 1994; Fournel-Fleury et al. 1997; Tho-
mas et al. 2003; Fosmire et al. 2007; Breen et al. 2008; Rowell et al. 2011). As the 
remission time of lymphomas is much shorter in dogs than in humans, the result-
ing compressed clinical course of disease reduces the time required to perform lon-
gitudinal studies. With a look to improve treatment, it is generally easier to test 
novel therapies, drugs and compounds at earlier time points in the course of dis-
ease in dogs than in human patients, supporting the increasing importance of the 
dog as a spontaneous, clinically relevant, large animal model of Non-Hodgkin’s 
Lymphoma in humans.

4 Availability of research tools in haematopoietic diseases

It is very important to use the same consistent material throughout a research 
project. For investigations of comparative lymphoma biology and for new lym-
phoma treatments for translational research, well documented and characterised 
canine lymphoma/leukaemia cell lines for comparative studies are required. Estab-
lishment of leukaemia and lymphoma cell lines is known to be difficult (Drexler 
2001), and therefore detailed investigations of canine lymphoma are hampered by 
the restricted availability of such cell lines. Also in humans, the success rates for 
leukaemia/lymphoma cell line establishment are poor and depend on sampling 
site and treatment status (Drexler 2001). A few years ago, the only three canine 
lymphoma/leukaemia cell lines were the CL-1 (Momoi et al. 1996), GL-1 (Naka-
ichi et al. 1996) and OSW (Kisseberth et al. 2007) cell line. The best character-
ised of these is the T-cell lymphoma cell line OSW. To overcome the lack of a well-
characterised B-cell lymphoma cell line the working group “canine oncology” 
at the Institute of Immunology at the University of Veterinary Medicine Vienna 
started its research in 2005. The focus was to improve the cell culture conditions 
for primary canine lymphoma samples with the goal of expanding the generally 
short cell culture time to long-term culture and cell line development. In 2008, 
we established the novel canine diffuse large B-cell line CLBL-1 (Rütgen et al. 
2010) which now serves as an important novel tool for translational in vitro and 
in vivo research on canine lymphomas. This cell line was established without any 
growth factor supplementation and shows positive staining in FCM for CD11a, 
CD79αcy, CD45, CD45RA, MHC II. PCR analysis for TCR-γ and immunoglobu-
lin heavy chain (IgH) gene rearrangements yielded a monoclonal result for the IgH 
gene. Further characterisation of the cell line is currently under investigation with 
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respect of radiosensitivity together with gene expression profiling by quantitative 
real-time PCR (qPCR) assays for tumorigenic important genes playing key roles in 
cell proliferation, apoptosis, lymphopoiesis, lymphocyte differentiation, cell sur-
vival, proliferation, differentiation and tumorigenicity. 

The value of the spontaneous canine patient model also depends on the availabil-
ity of rodent models that can reproduce the disease as it occurs in dogs. Develop-
ment of animal models that recapitulate the natural history of cancers and their 
clinical response to therapy is an important prerequisite for rapid bench-to-bed-
side translation of anticancer therapies (Mitsiades et al. 2003). Established cell 
lines should also be tested for their tumorigenicity in an in vivo model to strength-
en their therapeutic potential. Immunodeficient mice injected intravenously or 
subcutaneously with cells of the CLBL-1 cell line develop multicentric lymphoma 
as observed in canine patients (manuscript in preparation, Rütgen et al.). These 
xenograft experiments represent an in vivo model of canine diffuse large B-cell 
lymphoma (DLBCL) that closely resembles the disease as it occurs in dogs, thus 
giving the opportunity for more accurate preclinical evaluation of investigation-
al therapies against lymphomas. The long term goal of these scientific activities is 
in “comparative oncology” with the final aim of a better understanding of lym-
phomas in dogs and humans and to strengthen the dog as an alternative animal 
patient model for haematopoietic malignancies.

5  Initiative for the better understanding of lymphomas in 
dogs and humans

Besides the research activities mentioned above, our canine oncology group is 
intensively engaged in the founding and organisation of the “European Canine 
Lymphoma Network” (http://www.eu-can-lymph.net, 7 March 2012). This action 
strives to create a network of medical and veterinary research groups with inter-
national credits in diagnosis, management and research on human and canine 
lymphoid leukaemia and lymphoma. The general importance of a comparative 
approach is highlighted by current EU-funded research programmes like LUPA 
(http://www.eurolupa.org, 7 March 2012) focusing on the genetic basis of some 
canine diseases compared to humans. Recently, the Comparative Oncology and 
Genomics Consortium (http://www.ccogc.net, 7 March 2012), a network of US 
leading experts in human and canine oncology, has validated the canine model 
for the study and management of human cancer. The aims of the network are the 
standardisation of diagnostic protocols among laboratories active in the canine 
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field, coordinated strategies for the development of genetic, cytogenetic and immu-
nophenotypic diagnostic and prognostic biomarkers for dogs, and dedicated coop-
eration among human and veterinary scientists that aim at the harmonisation of 
analytical protocols and research strategies. 
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Transmissible Spongiform Encephalopathy
research in the original species and in
laboratory mice�

Katy E. Beck

1 Introduction

‘Transmissible spongiform encephalopathies’ (TSEs) encompass a group of 
fatal neurodegenerative diseases that can manifest as sporadic, infectious or 
dominantly inherited disorders (Collinge 2001) and are so-called because of 
the sponge-like lesion that they cause in the Central Nervous System (CNS) of 
affected individuals. They are also known collectively as prion diseases since 
a pathogenic and self-replicating isoform of the prion protein, a host encod-
ed glycoprotein of unknown function, is implicated as the sole infectious agent 
responsible for disease (Bolton et al. 1982; Oesch et al. 1985; Prusiner 1992). 
TSEs affect animals, i.e., scrapie in small ruminants, bovine spongiform enceph-
alopathy (BSE) in cattle, transmissible mink encephalopathy (TME) in mink and 
chronic wasting disease (CWD) in mule deer and elk. They also affect humans 
i.e. variant and sporadic Creutzfeldt – Jakob disease (CJD), Gerstmann-Sträus-
sler-Scheinker syndrome (GSS), kuru and fatal familial insomnia (FFI). The aim 
of this paper is firstly to discuss the ethical rationale behind the animal based 
research that has been so fundamental to this field in light of the policy, public 
health and basic scientific research questions that have been raised, and second-
ly to discuss advances in our research that aim to minimise the future require-
ment for the use of animals.

2 An introduction to Tses 

In order to justify and to value the animal based research that has been carried 
out in the TSE field, it is ideal to begin with a brief history of the most prominent 
of these diseases so as to understand the threats they have posed to animal and 
human health and the scope of scientific questions that they have raised. 

Of all known TSEs, classical scrapie, which affects sheep and goats, is the long-
est identified as it has been endemic to the UK sheep population for several centu-

1  © 2011 Crown Copyright
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ries (Brown and Bradley 1998). It was formally determined as being ‘transmissible’ 
in 1936 (Cuillé and Chelle 1936; 1938) after which much research followed using 
small ruminants to determine the fundamental characteristics of the disease includ-
ing permissible routes of inoculation and the anatomic distribution of the disease 
following natural and experimental infections. It is notable that in its long history, 
classical scrapie has never been found to be a human pathogen and so these early 
experiments mostly concerned the veterinary community until, in the mid 20th cen-
tury, parallels were made with a human disease, kuru, identified in Papua New 
Guinea where ritual endocannabolism was practiced (Gajdusek and Zigas 1957; 
Hadlow 1959). The neuropathology of kuru was in turn reported to be compara-
ble with Creutzfeld-Jakob disease (Klatzo et al. 1959). In 1961 the first experimen-
tal transmissions of classical scrapie to laboratory mice were reported (Chandler 
1961).

Public perception of TSEs grew rapidly from the late 1980s following the identifi-
cation of cattle with lesions resembling the spongiform change of classical scrapie 
in the brain (Wells et al. 1987), a disease termed bovine spongiform encephalopa-
thy (BSE).  The BSE epidemic that followed saw over 180,000 UK cattle diagnosed 
with the disease. These findings posed an immense challenge to the veterinary and 
scientific community and also to policy makers who could not rapidly ascertain 
the public health risk that BSE posed. In the first instance the cause of the epidem-
ic had to be determined so that it could be contained and controlled. Epidemiolog-
ical studies suggested that the feeding of ruminant derived protein in the form of 
meat and bone meal (MBM) containing a scrapie-like infectious agent was likely 
responsible, following a change in rendering practices in the late 1970s (Wilesmith 
et al. 1988). The subsequent ban of MBM in animal feed saw a gradual decline 
in the disease but many significant questions remained regarding its transmission 
and pathogenesis (Simmons et al. 2008).

The hypothesis that BSE was derived from classical scrapie also meant that it 
became more prudent to understand and attempt to eradicate this disease in 
sheep. Earlier experiments with scrapie had shown the incubation period of TSEs 
could be lengthy and so it was entirely conceivable that BSE infectivity could have 
entered the human food chain via animals in the pre-clinical phase of BSE early 
in the epidemic, or even before the first clinical cases were identified. Indeed BSE 
has since been linked to the human TSE, variant CJD, presumed to have occurred 
because of the ingestion of BSE-contaminated meat products and to TSEs in other 
species including cats and ungulates (Wyatt et al. 1991; Bruce et al. 1997; Cun-
ningham et al. 2004), also through consumption of contaminated feed.



���

3 Tse diagnosis

An overarching requirement for all TSE research is that of effective disease diag-
nosis and classification. The early era of research, when the nature of the infec-
tious agent was unknown, relied upon the histopathological identification of dis-
ease-specific vacuolation in the CNS of affected individuals as proof of infection. 
There are now several co-existing theories regarding the cause of TSEs but all 
infer a role for the prion protein, a host encoded glycoprotein (PrPC) of unknown 
function. The infectious entity has been termed a prion (Prusiner 1982).

A fundamental property of prions is their ability to manifest as distinct ‘strains’ 
which present a reproducible phenotype when serially passaged in a given species 
(Bruce 1993). As such it was initially thought that prions carried a genome and 
were viruses or virinos (Dickinson and Outram 1988). However this theory has 
lacked any subsequent identification of an informational molecule such as a nucle-
ic acid component to the prion agent. The alternative and more widely accepted 
hypothesis is that prions are proteinaceous infectious particles that are created by 
a conformational change in PrPC to PrPSc, a pathogenic isoform of the same pro-
tein with increased resistance to protease digestion (Pan et al. 1993). According 
to this ‘conformational hypothesis’, PrPSc acts a template to which further PrPC 
monomers are forced to convert to the pathogenic isoform and prion strain diver-
sity can be attributed to the different tertiary structures that PrPSc monomers can 
attain (reviewed: Collinge and Clarke 2007). PrPSc therefore represents a marker 
of infection which can usually be detected in infected tissues by immunochemical 
methods and this detection can precede clinical and histopathological signs.

4  Models of Tse – what species to use for animal Tse 
research?

The unique nature of the infectious agent in TSEs limits the methodological 
approach to research. It is still not possible to readily isolate and quantify or char-
acterise the agent in vitro, as is possible for most conventional pathogens. Only 
bioassay can be used to conclusively detect infectivity or to define strains. Bio-
assay can be defined as a method of determining the concentration, activity, or 
effect of a potentially harmful substance (micro-organism, biochemical, chemi-
cal) by testing its effect on a living organism and comparing this with the activity 
of an agreed standard.
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For bioassay, donor animals can be natural TSE cases or experimental cases (in 
the natural host or laboratory animals). Recipient animals can be the same spe-
cies as the donor, i.e., cattle-cattle or a different species, i.e., cattle-sheep or rumi-
nant-mouse. The choice of donor and recipient species presents an interesting ethi-
cal consideration: if the donor and recipient are both species in which a given TSE 
can naturally occur then the experiment can be considered a model of that disease 
in the animals which could naturally succumb and the results could therefore be 
considered to directly benefit those species. If however the donor and/or the recip-
ient are not species which would naturally become infected (i.e. rodents), then the 
experiment becomes an animal model of disease.

The ‘refinement’ element of the 3Rs principle (reduction, refinement and replace- (reduction, refinement and replace-
ment) dictates that where possible the least sentient species should be used for) dictates that where possible the least sentient species should be used for 
research. However in an ethical debate it may be prudent to ask: if two sentient 
species are available (as is applicable to both rodents and the natural host species) 
is it more ethical to use the host species? In this disease paradigm mice seeming-
ly have everything to lose and nothing to gain. Nevertheless the many benefits of 
utilising the mouse bioassay are discussed below.

Fundamentally, the decision as to which species is used for research into animal 
TSEs (i.e. those whose original host is an animal) depends upon the type of exper-
iment undertaken, the aim being to produce results that directly represent, or can 
be extrapolated most closely to, the behavior of the agent under natural conditions. 
The decision is of particular relevance for risk-based policy making. As a caveat to 
any bioassay, it is essential that results are considered in the context of natural risk; 
if a TSE agent transmits experimentally, it cannot necessarily be concluded that it 
would under natural conditions or to the same extent (Simmons et al. 2008).

Bioassays are also inevitably governed by financial and time constraints, (particu-
larly where policy may be implicated) and also ethical considerations in line with 
the Animals (Scientific) Procedures Act 1986 and implementation of the 3Rs and 
experiments must represent a balance of these considerations. As such the decision 
has to be made to use original species or rodents, or both.

TSE studies broadly fall into one of a number of groups:

(1) Transmission studies which determine whether an agent transmits inter- or 
intra-species and if so, to which species, with what titre of inoculum, via what 
route and with what clinical signs. The use of original host species is particularly 
advantageous due to easier translation of research findings even though the cost 
is high and study length can be prolonged. Large animal models are also prov-
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ing useful for human TSE research, particularly for risk assessments of transmis-
sion of variant CJD via blood transfusion. In this paradigm sheep orally dosed 
with BSE are a good model as the pathogenesis of the resultant disease resem-
bles humans with variant CJD and their size means that experimental intravenous 
transfusions can be carried out using medically relevant volumes of blood/blood 
components and via the same techniques as in routine blood transfusion practice 
(McCutcheon et al. 2011);

(2) Pathogenesis studies which investigate the route/mechanism and progress of 
infection and include determination of the anatomic location of infected and dis-
eased tissues in natural or experimental cases. In food species such studies are 
critical in determining tissues that are suitable to enter the human and animal 
feed chains;

(3) Strain identification and characterisation studies which involve the identifica-
tion of TSE strains based on the phenotype they present. Where a potential new 
strain is identified, its phenotypic characteristics must be identified. An important 
and possibly complicating aspect to such studies is the potential for mixtures of 
strains to co-exist and the ease with which they may be discriminated.

5 The mouse bioassay in Tse research 

When research using the original host species is directly translational, why thenwhy then 
do so many TSE studies employ a murine bioassay component? The most obvious 
advantages are the higher genetic standardization of mice and reduced costs, pre-
dominantly in terms of animal housing and study length. Historically the bioassaythe bioassay 
has most frequently used panels of 3 inbred wild-type mouse lines: RIII, C57BL/6 
and VM. RIII and C57BL/6 mice share the same prion (Prnp) genotype, whilst in 
VM mice the genotype differs at 2 codons, which can affect the resultant disease 
phenotype (Westaway et al. 1987; Bruce et al. 1991). An overview to the tradition-
al approach to wild-type mouse bioassay is shown in Figure 1A. 

Murine bioassays can effectively complement the variety of TSE studies discussed 
in section 4 both as a diagnostic tool and for strain typing. For example, in 
transmission and pathogenesis studies, mouse bioassays are commonly used to 
investigate infectivity in host tissues and to determine agent titre (Andréoletti 
et al. 2011; Simmons et al. 2011). They can be particularly useful when the host 
represents a natural case of TSE and so may be fallen stock in which tissue quality 
may not be optimal for direct diagnosis/interpretation.
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Figure	1: Overview of the mouse bioassay. A: For traditional bioassay a TSE isolate from a host spe-
cies is inoculated into a panel of wild-type mice, 20 mice per line, via intracerebral (i.c) and intraperito-
neal (i.p) routes (1st passage). Mice are monitored and euthanised at a pre-determined clinical end point. 
Brain material from the first histopathologically positive mouse is used to further inoculate (i.c) 10 mice 
of the same mouse line. This is repeated until the strain is considered stable, defined as no significant 
change in the incubation period of disease between consecutive sub-passages, after which the strain is 
characterised by sub-passage into C57BL/6, VM and C57BL/6xVM lines. The RIII line is not generally 
used for full strain characterisation. 

B: Bioassay protocol using transgenic mice. 

According to traditional mouse bioassay methodology, TSE strains can be definedcan be defined 
by the relative incubation period of disease in standard mouse lines and the pat-
tern of disease-specific vacuolation in CNS tissue following haematoxylin andfollowing haematoxylin and 
eosin staining (Bruce 2003). Indeed using the bioassay, classical BSE was shown 
to be caused by a single strain of agent with a phenotype that was retained follow-
ing experimental transmission through a variety of intermediates species (Fraser 
et al. 1992; Bruce et al. 1994). This methodology was also the basis for conclud-
ing that variant CJD was caused by the BSE agent (Bruce et al. 1997). In contrast 
classical scrapie isolates have presented with several distinct phenotypes on trans-
mission to mice indicating the presence of more than one strain in the natural host 
(Bruce et al. 1997, 2002; Beck et al. 2010).
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Using a semi-quantitative approach, the degree of TSE specific vacuolation in pre-
determined neuroanatomical areas can be scored and plotted graphically to pro-
duce ‘lesion profiles’ which are specific to a given host adapted TSE strain (Fras-
er and Dickinson 1968). For a lesion profile to be reliable for a given inoculum, it 
must be constructed as the mean profile of at least five clinically and histopatho-
logically positive mice (Bruce et al. 2004).

6 Current and future research 

Using the wild-type bioassay, over 20 classical mouse-adapted scrapie strains have 
been characterised based on the parameters of incubation period and lesion pro-
file. However, many of these represent experimentally generated strains and their 
relevance, or indeed prevalence in the national ovine flock remains questionable. 

A key focus of our TSE research is in the range of strains that may exist in the 
field and whether or not they may be zoonotic. The bioassay method can be read-
ily employed to strain type natural TSE cases. Indeed we are currently concluding 
the largest strain typing study to date of field cases of classical scrapie in the UK, 
a study which will enable us to hypothesise the diversity and prevalence of classi-
cal scrapie strains in the UK national flock. However, it is also known that a pro-
portion of field isolates do not transmit readily or indeed at all to wild-type mice 
(see below).                     

It is essential that mouse bioassay methodology constantly evolves to ensure that 
it is ‘fit for purpose’ and able to identify newly emerging strains. Indeed three new 
TSE strains have been identified relatively recently. In sheep an ‘atypical’ form 
of scrapie termed ‘Nor98’, owing to its discovery in Norwegian sheep in 1998 
(Benestad et al. 2003), was identified in sheep with PrP genotypes that are gener-
ally resistant to classical scrapie (Le Dur et al. 2005). In cattle, two atypical forms 
of BSE have been reported termed H- type and L-type in reference to a specific 
aspect of their molecular phenotype (molecular mass of low molecular weight PrP 
isoforms on Western blot) relative to that of ‘classical’ BSE (Casalone et al. 2004; 
Terry et al. 2007). 

A disadvantage to using the traditional wild-type bioassay is the influence of thethe influence of the 
‘species’ or ‘transmission’ barrier (Kimberlin et al. 1987). Indeed some classical 
scrapie isolates are found to transmit to mice but only with long incubation peri-
ods and low attack rates whilst some cases fail to transmit at all despite the pres-
ence of PrPSc, on many occasions at high levels, in the CNS tissue (Bruce et al. 
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2002; Beck et al. 2010). The factors which govern lack of transmission in these 
cases are not known but may involve specific strain(s), ovine genotype(s), agent 
titre, the influence of mouse genome outside of the PrP gene, environmental fac-
tors or even a competition or blocking effect between two or more co-existing 
strains. The lack of transmission to wild-type mice may be a feature of new strains 
with unknown properties and pathogenicity. These isolates may be highly adapted 
to sheep but unable to cross some/all transmission barriers.

To circumvent the transmission barrier, transgenic mouse lines which express thetransgenic mouse lines which express the 
PrP gene of different natural hosts can now be employed (Scott et al. 1999; Laude 
et al. 2002; Castilla et al. 2004, 2005; Kupfer et al. 2007) (Figure 1B). Indeed 
certain strains of TSE i.e. atypical scrapie will only transmit to transgenic mouse 
lines (Griffiths et al. 2010). It is worth noting the caveat that, somewhat counter-
intuitively, this does not necessarily follow the predilection that natural scrap-
ie strains show for certain ovine host PrP genotypes. The use of transgenic mice 
with the same genotype as the donor inoculum is advantageous from an ethical 
stance. Ultimately fewer mice need to be inoculated as attack rates are generally 
higher and the incubation period of disease is also reduced (Thackray et al. 2008). 
Transgenic bioassay is arguably more effective at isolating strain(s) that are rep-
resentative of the donor inoculum (Thackray et al. 2011a) and can theoretically 
mimic certain elements of transmission studies between naturally susceptible spe-
cies (Padilla et al. 2011). Indeed human transgenic models are increasingly being 
used to indicate the possible zoonotic potential of TSE strains.

However, should policy decisions be based on unvalidated models, where inter-
pretation of results can be contentious? For example experiments have found that 
classical BSE does not transmit to transgenic mice expressing the cervid PrP gene 
(MM Simmons, unpublished data), whereas it does transmit experimentally to red 
deer (Dagleish et al. 2008). However, if BSE is first passaged through deer and However, if BSE is first passaged through deer andHowever, if BSE is first passaged through deer and 
tissue of infected animals is used to inoculate cervid transgenic mice, they then 
succumb to disease (MM Simmons, unpublished data). Therefore it cannot be 
assumed that transgenic mice will always fully model transmission barriers. 

We have recently found that several classical scrapie isolates which either did not 
transmit to wild-type mice, or that propagated poorly, could transmit and under-
go characterisation in ovine transgenic mice (Thackray et al. 2011b). In turn there 
is evidence to suggest that the phenotype of the agent isolated in cases that trans-
mit poorly to wild-type mice may differ to those that transmit well (Thackray et 
al. 2011b). We are therefore currently characterising the isolated agent from ‘non-
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transmitter’ cases in ovine transgenic mice. This is important as it will enhance 
our knowledge of strain diversity in classical scrapie and the parameters which 
influence inter-species transmission.

Since traditional mouse bioassay methodology dictates that strain characterisa-
tion requires several sub-passages through mice, the process can still take several 
years and a single bioassay can use at least 70 mice. As such it is our aim to char-
acterise strain specific markers at earlier passages with the aim of reducing the 
time and number of mice required to perform strain characterisation of a given 
isolate. In this respect lesion profile and incubation period may be less reliable 
parameters as they represent mean values of a group of observations. Also in seri-
al passages a single animal is used as a donor, the disease phenotype of which will 
likely propagate resulting in selection of strains. Two of our recent studies have 
highlighted that during first passage (donor – mouse) more than one strain may be 
isolated from a single source and therefore identification of strains on an individ-
ual animal basis during primary isolation may better reflect the true repertoire of 
agents in the host (Beck et al. 2010, 2011). This has required the characterisation 
of additional phenotypic parameters using alternative methodologies; immuno-
histochemistry (IHC) (Beck et al. 2010) and paraffin embedded tissue (PET) blot 
(Schulz-Schaeffer et al. 2000; Lezmi et al. 2006), to detect the specific type(s) of 
PrPSc deposition associated with different strains and to map their neuroanatomic 
distribution in individual mice. Since these methods are currently being applied to 
two large classical scrapie strain characterisation studies we aim to collect enough 
data to determine whether strain identification using alternative methodologies in 
conjunction with the traditional approach can occur earlier than when using the 
traditional approach only.

PrPSc mapping using IHC is a method that can also be used to identify and dis-
tinguish TSE strains in the original host (González et al. 2003; Simmons et al. 
2007; Spiropoulos et al. 2007; Moore et al. 2008; Stack et al. 2011) but it can be 
difficult to make complex comparisons of PrPSc patterns objectively. To address 
this, a bioinformatics approach is currently under development at the AHVLA to 
enable TSE sources to be distinguished based on PrPSc deposition patterns with 
reduced subjectivity. This approach will use a statistical package/algorithm for 
the analysis/comparison of whole brain pathology data across large numbers of 
animals. Currently this involves mapping the PrPSc deposition patterns of classical 
and atypical forms of BSE and scrapie in cattle and sheep brains to construct the 
algorithm and as proof of principle. A benefit of this model will be that it is wide-
ly applicable to data generated from other animals, i.e. mice. Indeed by extending 



�44

the bioinformatics approach to the same isolates obtained following bioassay in 
mice, our aim will be to determine whether the pathological characteristics of iso-
lates following mouse adaptation can in fact be identified in the original ruminant 
host and to identify strain-specific markers, should they exist, in mice and rumi-
nants. Ideally this may ultimately permit discrimination of individual strains in 
the original host including co-infection with two (or more) discrete strains, with-
out recourse to bioassay in laboratory models.

Current international policy regarding TSEs has ensured that the animal disease is 
well controlled, and measures are in place to protect the human food chain, so it 
could be argued that further research on these diseases is becoming harder to jus-
tify. However, parallels are being drawn increasingly between prion disorders and 
other protein-misfolding diseases particularly linked to age-related neurodegen-
eration. Naturally occurring large animal models of such diseases therefore have 
a key part to play in helping to understand this whole area of neurobiology, with 
enormous relevance to human health.  

Katy E. Beck, Ph.D., B.Sc.
Animal Health and Veterinary Laboratories Agency (AHVLA)
Surrey, UK
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The use of the rabbit as an animal model for clinical
electroencephalogram studies applied to depth of
anaesthesia research: ethical considerations�

Luis Antunes and Aura Silva

1 Introduction

Despite the long history of anaesthesia, the correct assessment of depth of anaes-
thesia (DoA) is still one area for which anaesthesiologists do not have adequate 
solutions. Relatively new electroencephalogram analysis based monitors have been 
introduced in human medicine. Such equipments may titrate anaesthetics at the 
brain level and reduce the risk of maintaining patients at too deep or too light lev-
els of anaesthesia. There are no similar equipments available for veterinary med-
icine. In laboratory animal sciences in particular, precise control and knowledge 
of the animal’s anaesthetic state should be maintained in order to reduce varia-
bility between animals, and to subsequently increase the statistical power of the 
study. Furthermore, variation and stress responses during anaesthesia are a wel-
fare problem with implications in the quality of recorded data. 

Animal models may be used to compare the performance of the existing electroen-
cephalogram analysis based monitors, as they provide controlled conditions with 
minimized variability and high quality electroencephalographic recordings. We 
have previously shown (Silva et al. 2010) the potential of open source electroen-
cephalogram analysis indexes to reflect changes in anaesthesia depth measured 
from intracranial recordings in laboratory conditions. However, it is essential to 
understand how they behave in non-invasive and clinical conditions. To accom-
plish this, a rabbit model was developed for comparison of the performance of 
these indexes and to validate the rabbit as a potential animal model to study the 
electroencephalogram. Ethical consideration when studying DoA and using this 
animal model are discussed. 

1  The practical example is based on work previously published in the British Journal of Anaesthesia, 2011, 
106(4):540–547, by permission of Oxford University Press, and is the result of experiments developed in 
collaboration with David Ferreira, Carlos Venâncio and Almir Souza. The same material is part of Aura 
Silva’s PhD (2011) thesis developed at Universidade de Trás-os-Montes e Alto Douro, Vila Real, Portugal. 
Material from the introduction section is part from Luis Antunes’ Ph.D. thesis (University Newcastle 
upon-Tyne, UK, 2001).
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2 ethical �ustification

Rabbits compared with other species have several advantages for studies in anaesthe-
sia. Rabbits are gentle animals and if care is taken they are not upset by the experience 
because they become accustomed to handling. This is very important in anaesthesia 
studies because it allows the collection of baseline data before the induction of anaes-
thesia. Anaesthesia is often directly induced in smaller species, whereas other animals 
need to be sedated before handling. Furthermore, of the many breeds of the domes-
ticated European rabbit, the albino New Zealand White is the most common breed 
used in biomedical research. The visibility of the peripheral vasculature in albino rab-
bits is advantageous to research because it allows easy venous access. This is essential 
for fluids and drugs administration during anaesthesia and to collect monitoring data 
or blood samples. The same tasks are much more difficult with smaller species, where 
researchers may end up using more animals. The small/medium size of rabbits makes 
them easy to house and transport. 

Despite the long history of anaesthesia, the correct assessment of anaesthesia depth is 
still one area for which anaesthesiologists do not have adequate solutions. There are 
two main reasons for monitoring DoA: firstly, to avoid patient awareness under gen-
eral balanced anaesthesia with neuromuscular blocking agents (NMBAs) and second-
ly, to adjust each anaesthetic to the requirements of the patient (Antunes, 2001). No 
conclusive clinical signs exist which can serve as a basis for rational administration of 
drugs to achieve unconsciousness (Stanski 1994). Before the introduction of NMBAs 
into anaesthetic practice, patient movement granted a clear indication of DoA. But, 
when NMBAs are administered, the possibility of patient responses to inadequate 
anaesthesia is no longer available and reliance has been placed on indirect measures, 
which are not always effective. Due to reports of patients being aware during surgery, 
a substantial effort has been made in the last decades to develop a reliable system to 
evaluate DoA.

The number of cases of awareness in humans raises questions about the occurrence 
of similar situations in animals. Studies of learning and memory in animals during 
anaesthesia are limited and produce divergent conclusions. Classically, DoA assess-
ment in animals, as in humans, is based on purposeful movement in response to a 
noxious stimulus, palpebral reflex and on jaw tone. As already stated these responses 
are absent when NMBAs are used in animals. Furthermore, there is a lack of informa-
tion regarding which reflex response needs to be lost in a particular species to ensure 
adequate anaesthesia for a particular procedure (Whelan 1996). These factors may 
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contribute substantially to situations of awareness in animals in research laboratories 
and in veterinary clinical practice.

The importance of the appropriate and ethical use of NMBAs in animals involved in 
scientific investigations is documented in reports and guidelines by different organi-
sations. An editorial by Drummond and co-authors from Anesthesiology pointed out 
several reasons why the use of NMBAs in animals must be avoided. He emphasised 
reasons for rejection of papers submitted to that journal as a result of inappropriate 
use of these drugs (Drummond et al. 1996).

Situations of awareness in animals could be more frequent in research projects where 
recordings of brain activity are required and animals are therefore subjected to com-
bined anaesthesia with NMBA. These research groups have a specific interest in main-
taining a more active brain, and the dose of hypnotic agents used is frequently reduced 
to achieve this. This, however, results in an increased risk of awareness. The fact that 
researchers are not aware of this possible phenomenon and the use of obsolete anaes-
thetic techniques without proper advice does only increase such possibilities. Detri-
mental effects on the welfare of the animals’ and on research results will happen if 
periods of inadequate anaesthesia remain undetected and untreated.

Intraoperative awareness in laboratory animals will increase the variability of data 
collected under such circumstances. A variety of stress related responses will develop 
and this may affect the quality of the data collected. Thus, precise control or knowl-
edge of the animals’ anaesthetic state must be maintained to accurately interpret the 
results of experiments. Several studies carried out in research animals under gen-
eral anaesthesia also demand that a constant and reproducible DoA is maintained 
throughout the procedure. For example, the level of arousal can dramatically influ-
ence neural processing of sensory stimuli. In addition the application of the “Three 
Rs” rule (reduction, replacement and refinement, Russell and Burch 1959) is being 
severely disregarded. Precise control and knowledge of the animal’s anaesthetic state 
must be maintained to reduce variability between animals, and subsequently increase 
the statistical power of the study. If the opposite happens more animals will be used 
unnecessarily.

During the past 20–30 years, the advances that have been made in medical engineer-
ing have allowed a tremendous improvement in anaesthesia, especially in monitor-
ing standards. However, this evolution has not been paralleled by Central Nervous 
System (CNS) monitoring techniques. Yet, this is the system that one needs to moni-
tor since it is the primary site of action for the anaesthetics. In the last 15 years a tre-
mendous effort has been made in the development of new tools to monitor the CNS 
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activity. The introduction of the Bispectral index (BIS) of the electroencephalogram 
(EEG) is an example of such improvements. These data complement the measurement 
of responses of the autonomic nervous system, which do not adequately reflect DoA if 
used alone, resulting either in awareness or in maintenance of patients at unnecessar-
ily deep planes of anaesthesia, thereby increasing the risk of the procedures. 

When NMBAs are used the anaesthetist is dependent on the commonly used haemo-
dynamic measurements, which are not appropriate gauges of anaesthetic depth in 
either humans or animals (Whelan 1996). Changes in blood pressure (P), heart rate 
(R), sweating (S) and tear production (T) abbreviated to the PRST score; the mini-
mum alveolar concentration and constant plasma concentration; the lower oesopha-
geal contraction; the isolated forearm technique; the spontaneous surface electromy-
ography̧  respiratory sinus arrhythmia index, heart rate variability and the EEG are 
some examples of techniques used and investigated for monitoring DoA. The value 
of the EEG in assessing DoA has been questioned in humans and other species due to 
its poor correlation with the commonly accepted clinical signs of DoA, e.g. haemody-
namic responsiveness and purposeful movement in response to surgical stimuli. The 
interest in the EEG was recently increased by the introduction of new technological 
and mathematical developments, which are now easily available (e.g. new computa-
tional solutions). Techniques based on power spectral analysis, frequency ratios, rel-
ative band powers, burst suppression rate (BS/BSR), the BIS, entropy based indexes, 
Index of Consciousness (IoC) and auditory evoked responses (AEP) are now used to 
quantify and interpret the raw EEG.

AEP are generated as an average of EEG activity following repetitive stimulus presen-
tation. Dose-dependent reductions in AEP peak amplitudes and increased latencies 
are accepted as useful indices of DoA for some anaesthetics (e.g. volatile anaesthetics 
and propofol) (Antunes et al. 2003a, b).(Antunes et al. 2003a, b).

The BIS quantifies the power spectrum, inter-frequency phase information, phase 
coupling between EEG frequency components and how much the EEG is isoelectric 
or burst suppressed (Rampil 1998). This information is related in a proprietary algo-
rithm which is optimised using a patient database to correlate with the level of hypno-
sis or sedation, defined by a sedation score that ranges from 100 (awake) to 0 (isoelec-
tric EEG) (Glass et al. 1997). This algorithm was empirically developed by relating the 
EEGs from hundreds of anaesthetised human patients to certain clinical end-points 
such as response to verbal, tactile and noxious stimuli (Rampil 1998).

New monitors, such has spectral entropy, narcotrend, cerebral state index and IOC, 
also based on EEG analysis, were introduced later and are now clinically used. The 
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spectral parameters and the burst suppression ratio are frequency-domain and time-
domain analysis methods, respectively, which do not take into account the nonlinear 
characteristics of the EEG. However, the brain behaves as a nonlinear system and it is 
reasonable to apply nonlinear systems analysis methods to extract information from 
the EEG, such as entropy-based concepts. 

BIS has been validated across several anaesthetics and sedatives including isoflurane, 
propofol and midazolam (Glass et al. 1997). In contrast, N2O, ketamine, fentanyl and 
some levels of sevoflurane showed no correlation with BIS (Barr et al. 2000). These(Barr et al. 2000). TheseThese 
results have not decreased BIS and new EEG based monitors popularity, which are 
now routinely used in the clinical practice without substantial basic understanding of 
the anaesthesia induced EEG changes by the anaesthesiologist.

Our group has showed that the regular use of BIS results in lighter DoA, reflected 
in average higher BIS values maintained during anaesthesia procedures in humans 
(Nunes et al. 2005). By indicating the exact requirements for anaesthesia, BIS may 
reduce moments of deep anaesthesia which could be harmful in certain patient pop-
ulations, influencing the postoperative outcome (Monk et al. 2005). These observa-
tions are complemented with evidence that BIS based drug titration decreases the 
anaesthetic doses used, with more rapid and improved recovery from anaesthesia in 
outpatients (Bauer et al. 2004; White et al. 2004). The use of BIS has no effect on 
surgical stress response (Bauer et al. 2004) and detects awareness during anaesthe-(Bauer et al. 2004) and detects awareness during anaesthe-
sia (Myles et al. 2004). Studies measuring the performance of DoA indicators showed(Myles et al. 2004). Studies measuring the performance of DoA indicators showed 
that BIS is the best predictor of movement and transitions between conscious/uncon-
scious (Glass et al. 1997; Struys et al. 2003).(Glass et al. 1997; Struys et al. 2003).

The application of BIS in animals is questionable since its algorithm is based on data 
collected in humans. Recently March and Muir reviewed the use of BIS in animal. 
The interspecies differences in the EEG features associated with different hypnotic 
and amnesic states may affect the correlation between BIS value and DoA (March and 
Muir 2005). This possibility is supported by a later study, which suggest that clinical 
BIS endpoints used in humans may not be used in cats due to the fact that BIS in this 
species varied between 5 to 32 with 1.5 to 0.8 MAC isoflurane (Lamont et al. 2005).(Lamont et al. 2005).

We have studied EEG parameters in rats as DoA monitoring tools. Results pointed the 
difficulties to use such parameters as simple DoA predictors (Antunes et al. 2003a). 
However, we demonstrated the potential to use EEG derived techniques as a pharma-
codynamic/pharmacokinetic research tool and the possibility that these techniques 
may be useful for measuring the effects of drugs upon the CNS (Antunes et al. 2003b).(Antunes et al. 2003b). 
Later studies also in rats performed with intracranial recordings explored more com-
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putationally advanced indexes. The approximate entropy, the index of consciousness, 
the spectral edge frequency and the permutation entropy were estimated using epochs 
of eight seconds. A correction factor for burst suppression was applied to the spec-
tral edge frequency and to the permutation entropy. The burst suppression correct-
ed permutation entropy showed the highest correlation with the end-tidal isoflurane 
concentration (Silva et al. 2010). However, these results were not confirmed in sub-
sequent research in rabbits using extracranial recordings (EEG) (Silva et al. 2011a, b) 
which may reflect the high sensitivity of the EEG indexes to external artefacts which 
are present in EEG data.

As Prys-Roberts stated in 1987, the search for a single method to measure DoA 
resembles that for the Philosopher’s Stone (Prys-Roberts 1987). Such a remark is 
justified by the fact that if the anaesthetic action results from a combination of 
different effects used to achieve variable objectives of anaesthesia, a single index 
could not be used to express DoA. Several authors have addressed the same issue, 
and recommended that the search for a reliable index of DoA should be changed 
into a search for independent indexes for the different components of anaesthesia 
(Kissin 1993; Glass et al. 1997; Stanski 1994). In this way, one would have differ-In this way, one would have differ-
ent monitors to evaluate loss of consciousness, motor responsesiveness or hemo-
dynamic and sympathetic responses to noxious stimulation.

Analgesia is an important part of adequate anaesthesia and direct measures for 
adequacy of analgesia do not exist. Nociception indexes have been proposed 
(Anemon-I and RSA-index, Fathom®), but have not given proper solutions. It 
seems probable that it will be difficult to base the analgesia measure on a single 
physiological parameter and the strategy should pass by a multiparameter hybrid 
model. Data extracted from the electrocardiography and the photoplethysmogra-
phy may be used to build a nociception index (Seitsonen et al. 2005). This infor-(Seitsonen et al. 2005). This infor-This infor-
mation may be incorporated in a multiparametric index analysis for DoA.

3  A practical example from research with the rabbit  
as a model

Background: Research for the development of indexes of consciousness is mainly 
made in humans during anesthesia for depth of anesthesia assessment. The Bispec-
tal index, index of consciousness, permutation and approximate entropy, as well as 
the classic median and spectral edge frequency 95% are examples of indexes devel-
oped. In order to find the best parameter, it is essential to compare the performance 
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of the existing parameters. Animal models may give important insights at this level, 
as they provide controlled conditions with minimized variability and high quality 
electroencephalographic recordings. We have previously shown the potential of the 
presently studied indexes to reflect differences from intracranial recordings in lab-
oratory conditions. However, it is essential to understand how they behave in non-
invasive and clinical conditions. In this study, a rabbit model under fentanyl and iso-
flurane anesthesia was used to compare the performance of these indexes and to val-
idate the rabbit as potential animal model to study the electroencephalogram.

Methods: EEG recordings were obtained from six New Zealand White male rabbits. 
Animals received fentanyl for premedication, followed by induction with propofol and 
maintenance with isoflurane (Figure 1). Depth of anesthesia was evaluated according 
to a clinical scale from 1 (awake) to 4 (surgical anesthesia) (Table 1). The correlation 
between EEG derived indexes with the clinical scale of anesthesia was analyzed using 
prediction probability (Pk). Repeated measures analysis of variance or its non-para-
metric equivalent were used to analyze the indexes’ values at the study times and to 
compare their variability (for more information see Silva et al. 2011b).

Figure	1: Gel-coated silver-silver chloride electrodes applied on the rabbit’s head during recording of the 
electroencephalogram with the IoC-View monitor. 
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Table	1: Definition of the anaesthetic states based on clinical signs. The main clinical signs of each state 
are referred to and attributed to a figure on a numerical scale.

Results: The rabbits showed good electroencephalogram traces. The animals’ 
behavior allowed to record EEG during the awake phase and following induction 
of anaesthesia. All animals showed EEG recordings with a similar pattern, a shift 
from high frequency and low voltage waves to low frequency and high amplitude 
waves after induction of anesthesia. None of the animals showed burst suppres-
sion2 patterns after induction with propofol, but four had burst suppression pat-
terns during the surgery period. Permutation entropy, median and spectral edge 
frequency 95% showed a tendency to increase when burst suppression was pres-
ent. This turned useful to apply a correction for BS in these indexes. Overall the 
index of consciousness showed the best mean prediction probability value fol-
lowed by burst suppression corrected permutation entropy (Figure 2). Both para-
meters also showed less variability than the others. For more information about 
results from this study see Silva et al. (2011b) from which we have taken some 
material here by permission of Oxford University Press. 

Conclusions: This study showed that the index of consciousness and permutation entro-
py may be promising indexes for DoA monitoring. The permutation entropy may ben-
efit from the application of a burst suppression correction, at deeper stages of anaesthe-
sia. Interestingly this study also showed that the rabbit is large enough for EEG dermal 
electrodes and has the advantage of having a thin muscular layer between the skin and 
the skull resulting in little electromyographic artefacts in extracranial recordings which 
may replace the need for invasive models using intracranial electrodes and with direct 
translation to clinical research. In this study the rabbit showed good properties to be 
used as a translational research animal model for the validation of clinical indexes. 

In general, rabbits require more space for housing compared with smaller rodents, 
which may increase expenses, and rabbits are often regarded as pets. However, the 

2 Burst suppression represents an abnormal cortical activity, where 95% of cortical cells are silent during 
suppression. 

Anaesthetic state Clinical signs observed Numerical Scale

Awake Fully awake and alert 1

Drowsy Awake, but still drowsy and responsive to any stimulation 2

Sedated Decreased mobility but still responsive to stimuli 3

Surgical anaesthesia Absence of consciousness, high muscular relaxation with the 
eyeball fixed ventromedially. Absence of nociceptive response 
and palpebral reflex but corneal reflex present.

4



���

use of rabbits may be justified because biological samples are easy to obtain, and access 
to veins and volume are typically not a problem. In mice and rats this is frequently a dif-
ficulty, which may lead to the use of more animals, to data variability, and to violation 
of the 3Rs principles. Furthermore, rabbits are easy to handle, and, if needed, multiple 
blood samples can be collected. On the other hand, when compared with mice and rats, 
there are less genetically different rabbit strains available, biomedical research done with 
this species is much less frequent and the amount of published data is relatively spread. 
These facts may limit the use of the rabbit as a more common animal model.

Associated Professor Luis Antunes, Ph.D., M.Sc., DVM, MRCVS 
Aura Silva, Ph.D., M.Sc., DVM
Departamento de Ciência Veterinárias
Universidade de Trás-os-Montes e Alto Douro
Vila Real, Portugal
and Instituto de Biologia Molecular e Celular,
Universidade do Porto
Porto, Portugal

Figure	2: Prediction probabilities (Pk) for the studied indexes: index of consciousness (IoC), permuta-
tion entropy (PE), approximate entropy (AE), median edge frequency (MEF), spectral edge frequency 
95% (SEF), PE corrected for burst suppression ratio (BSPE), MEF corrected for burst suppression ratio 
(BSMEF), SEF corrected for burst suppression ratio (BSSEF). Each animal Pk value is shown by a sym-
bol (N=6) (Silva et al. (2011b) by permission of Oxford University Press).(2011b) by permission of Oxford University Press).
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