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1  |   INTRODUCTION

Sights, sounds, touches, tastes, and smells flood our senses 
at every moment. Yet, we do not experience all this informa-
tion, if only because it would require lots of energy for our 

brains to process it completely. Instead, our brains preferen-
tially process unexpected changes in sensory input.

One signature of the processing of changes is the 
mismatch negativity (MMN), discovered by Näätänen, 
Gaillard, and Mäntysalo (1978) in the auditory modality. It 
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Abstract
Research shows that the visual system monitors the environment for changes. For 
example, a left-tilted bar, a deviant, that appears after several presentations of a right-
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deviant-related positivity that we propose might reflect earlier predictive processing.
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is a brain response to a rare, unpredicted, different, deviant 
tone after a series of identical standard tones, a so-called 
oddball sequence. One derives the MMN by comparing 
event-related potentials (ERPs) from deviants and stan-
dards collected with electroencephalography (EEG). It oc-
curs sometime between 100 and 300 ms after the onset of 
the deviant.

Various kinds of deviants produce the MMN, from sim-
ple feature deviants such as the pitch, intensity, or duration 
of tones, to increasingly complex and abstract deviants, 
such as unexpected repetition in a series of ever-changing 
tones. For a review, see Näätänen, Paavilainen, Rinne, and 
Alho (2007).

Analogs of the MMN have been reported for other sen-
sory modalities, including olfaction (Krauel, Schott, Sojka, 
Pause, & Ferstl, 1999), touch (Kekoni et al., 1997), and vi-
sion (Cammann, 1990; Czigler & Csibra, 1990). Our concern 
in this article is with vision: the visual mismatch negativity 
(vMMN). There is a presupposition that all analogs of the 
MMN should adhere to at least four principals:

1.	 The MMN reflects processes beyond neural refractoriness 
or adaptation (see O’Shea, 2015 for a critical discus-
sion of the terminology) such as memory comparison 
(Näätänen, Jacobsen, & Winkler, 2005), model updating 
(Winkler, Karmos, & Näätänen, 1996), lateral inhibition 
(May & Tiitinen, 2010), or prediction error (Garrido, 
Kilner, Stephan, & Friston, 2009). Paavilainen, Alho, 
Reinikainen, Sams, and Näätänen (1991) called this the 
“genuine” (p. 477) MMN to distinguish it from the 
classic MMN contributed to by adaptation.

2.	 The MMN occurs in response to regularity violations in 
well-isolated, low-level, physiologically plausible, sen-
sory features (Näätänen et al., 2007).

3.	 The MMN may not require attention (Näätänen, 1992).
4.	 The MMN is not due to physical differences of the stimuli 

(Kujala, Tervaniemi, & Schröger, 2007).

Here, we discuss whether these presuppositions are sup-
ported by vMMN research. Although there exist hundreds of 
vMMN studies on many different types of deviants, we fo-
cused on changes in orientation, contrast, phase, and spatial 
frequency because, according to Graham (1989), these are 
among the key dimensions for describing the appearance of 
images and they are processed in the visual cortex (V1) or 
earlier.1

We reviewed all studies that we found examining vMMN 
to these low-level visual features and list relevant parameters 

and results in Table 1. We then developed a paradigm to test 
these presuppositions for vMMN.

In Table 1, entries appear chronologically within each de-
viant feature: orientation, contrast, and spatial frequency (we 
were unable to find any studies that varied phase). If a sin-
gle study conducted more than one experiment, we give the 
details of each separately. Likewise, if a single experiment 
tested two features or conditions separately, we give details 
for each separately.

For each experiment or condition, we provide details 
about:

•	 Number (N) of participants contributing to the final data 
set.

•	 The stimulus(i) used.
•	 Difference between the deviant and standard in units mea-

sured. In studies with more than one deviant size, we give 
the smallest difference that produced the vMMN.

•	 Whether the participant's task was visual, auditory, or 
manual.

•	 What participants attended to in order to perform their 
task.

•	 Whether there was any control comparing deviants with 
physically identical standards. This can be achieved by 
having deviants and standards reverse roles in different 
blocks, by including a block omitting standards (deviant 
alone, i.e., no stimulus was presented instead of the stan-
dards), by including a deviant block comprising only de-
viants, or by including a standard block comprising only 
standards.

•	 Whether there was any control for adaptation (typically 
including control for physical differences), such as the 
equiprobable control or the cascadic control (see later).

•	 The latency of maximum amplitude of the vMMN (in ms).
•	 The electrode or region of interest.
•	 The mean amplitude of the classic, deviant (D) minus stan-

dard (S) vMMN, containing adaptation effects as well as 
genuine deviance effects (in µV).

•	 The mean amplitude of the genuine, D minus control (C) 
vMMN (µV; where applicable). We also show, with foot-
note e, whether there was a statistically significant adapta-
tion effect (controls vs. standards).

•	 The effect size of the classic vMMN (in Cohen's d; Cohen, 
1977).

•	 The effect size of the genuine vMMN (d; where applicable).

We give details of the condition that produced the larg-
est (i.e., most negative) genuine vMMN. Amplitudes in red 
italics were not statistically significant. Where a piece of in-
formation was not reported, could not be calculated from the 
information available, or was not applicable (e.g., there was 
no control for adaptation), we leave a blank. We preserved 

 1This is not a comprehensive list of low-level visual features. Others 
include wavelength, luminance, direction of movement, and binocular 
disparity.
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the sign of Cohen's ds: all reported negativities should have 
negative ds.

Next, we relate vMMN to the four MMN presuppositions.

1.1  |  Adaptation

ERP responses to repeated stimuli are typically smaller in 
amplitude, reflecting adaptation. Therefore, the greater nega-
tivity to deviants could come solely or partly from adaptation 
by the repetition of standards in oddball sequences (for thor-
ough discussion see May & Tiitinen, 2010).

To disentangle adaptation from genuine detection of devi-
ants, Schröger and Wolff (1996) developed an equiprobable 
control. In control blocks, different stimuli, including stimuli 
physically identical to the deviant, appear in random order, 
preventing any regularity, each with a frequency equal to 
that of the deviant in oddball blocks, equalizing adaptation. 
Schröger and Wolff argued that the comparison of deviants 
and physically identical control stimuli reflect the detection 
of regularity violations. We used this control in Experiment 1.

Ruhnau, Herrmann, and Schröger (2012) argued that with 
the equiprobable control adaptation is potentially overestimated. 
They proposed a block in which the stimulus changes regularly 
in a feature of interest (e.g., orientation) from trial to trial, which 
they called the cascadic-control block. This allows an expecta-
tion of the control stimulus to be established while keeping an 
adaptation level comparable with the one for the deviant in the 
oddball block. We used this control in Experiment 2 to ensure 
our findings were unrelated to overestimated adaptation.

Table 1 shows that only 10 out of 44 (23%) vMMN ex-
periments or conditions used either control, seriously limit-
ing the conclusions we can draw from the literature about the 
genuine vMMN.

1.2  |  Isolation and physiological 
plausibility of feature manipulations

Most stimuli used for vMMN research are not suited for 
manipulating low-level visual features. For example, a bar 
contains one orientation along its length and another, at right 
angles, at its end. Any stimulus with sharp edges necessarily 
stimulates wide bands of spatial frequencies.

Gabor patches, on the contrary, are ideal for isolating sin-
gle low-level features. A Gabor patch of a particular mean 
luminance  comprises a sinusoidal grating of a particular 
frequency, phase, and orientation whose contrast reduces 
with distance from the center of the grating by a Gaussian 
function (size expressed as the standard deviation [SD] in 
degrees of visual angle). That is, the orientation, spatial 
frequency, and luminances of a Gabor patch are as spec-
ified, without any other orientations, spatial frequencies, 

or luminances. Most importantly, by using Gabor patches, 
we can manipulate isolated features without affecting other 
low-level visual features.

Gabor patches are physiologically plausible because 
their profiles resemble the receptive fields of simple cells in 
the visual cortex (Daugman, 1985; Field & Tolhurst, 1986; 
Fredericksen, Bex, & Verstraten, 1998). A simple cell's re-
ceptive field has a preferred orientation and spatial frequency, 
dictating the stimuli to which it responds. An appropriate 
Gabor patch will ideally excite that cell.

Only eight vMMN experiments or conditions used Gabor 
patches (18%), again limiting the conclusions, we can draw 
from the literature about vMMN to isolated, single features.

1.3  |  Attention

One of the defining features of the MMN is that it occurs 
without attention. Inherent differences between the sensory 
modalities make it difficult to equate the allocation of atten-
tion across auditory and visual modalities. In vision, the eyes 
must be on the stimulus even if it is not task-relevant; in audi-
tion, the ears cannot be other than on the stimulus.

Table  1 shows the various ways in which attention has 
been manipulated in vMMN research. Attention can be on 
the stimulus of interest (e.g., Kimura, Katayama, Ohira, & 
Schröger, 2009), on some unrelated distractor stimulus (e.g., 
Sulykos, Kecskés-Kovács, & Czigler, 2013), or on stimu-
lation in another modality (e.g., Astikainen, Lillstrang, & 
Ruusuvirta, 2008). To conclude whether the vMMN is preat-
tentive—as the auditory MMN is thought to be—the stimulus 
of interest should not be task-relevant. However, one must 
ensure that participants are looking consistently at the stimu-
lus of interest without attending to it. We find that 27 experi-
ments or conditions (61%) used a fixation stimulus that is not 
part of the stimuli of interest, solving this problem.

1.4  |  Comparison of physically 
identical stimuli

Physically different stimuli may elicit different ERPs, 
making it impossible to attribute differences to the detec-
tion of regularity violations. One can compare physically 
identical stimuli by administering oddball blocks in which 
standards and deviants reverse roles. Other methods, such 
as administering blocks containing only deviants, produce 
unexpectedly large classic vMMNs (e.g., Maekawa et al., 
2005). Although 28 (63%) experiments and conditions 
compared physically identical stimuli, only 10 (23%) also 
had an appropriate control for adaptation, again seriously 
limiting the conclusions, we can draw from the literature 
about the genuine vMMN.
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1.5  |  Other issues

Table 1 also shows two inconsistencies in research into low-
level deviants:

1.	 vMMN peak latency. vMMN peak latencies have been 
reported as early as 130  ms (orientation: Sulykos & 
Czigler, 2011) or as late as 305  ms (spatial frequency: 
Stagg, Hindley, Tales, & Butler, 2004). Inconsistencies 
exist even with similar stimuli. For example, Maekawa 
et al. (2005) reported a vMMN to windmill-like pat-
terns at 185  ms, whereas File et al. (2017) reported a 
vMMN to the same patterns at least 70  ms later. Such 
timing differences are difficult to reconcile, unless we 
accept that other processes may be affecting one of the 
reported vMMNs.

2.	 Replicability of some vMMNs. Five studies reported a 
genuine orientation vMMN, whereas three showed no 
significant genuine vMMN. Two studies found that spa-
tial frequency deviants produced a vMMN only when 
deviants had higher spatial frequencies than the standard 
(File et al., 2017; Hedge et al., 2015). File et al. ma-
nipulated spatial frequency by changing the number of 
vanes in their sharp-edged radial gratings—windmill-like 
patterns—on deviant trials and argued that the deviant 
with fewer vanes did not produce a vMMN, because 
it was less complex. However, increasing the number 
of vanes also confoundingly increases the number of 
orientations in the stimulus.

These inconsistencies suggest that some other facet may 
predict whether a genuine vMMN occurs. A key question is 
whether low-level feature deviants yield a vMMN when, in 
the same experiment, one controls for adaptation, uses physi-
ologically plausible stimuli isolating the manipulated feature, 
manipulates task-irrelevant stimuli while ensuring the eyes 
are on the stimulus, and compares physically identical stim-
uli. We address this question in two experiments.

1.6  |  Experiment 1

We replicated an experiment by Kimura et al. (2009) who 
used the equiprobable control and reported a genuine orien-
tation vMMN. We selected this study because it was meth-
odologically sound, reported large effects that were very 
well-controlled for adaptation (a necessity when one is inter-
ested in the underlying mismatch mechanisms), and because 
one of us (ES) was involved in it. Kimura et al. used bars and 
had their participants press a button whenever the ends of 
the bars had rounded corners. We added conditions to tease 
apart potential contributors to the vMMN they reported by 
testing the same orientation change with Gabor patches and 

by testing conditions in which the participants’ attention/
task was not on the ends of the stimuli but on a central fixa-
tion dot. We also measured where participants looked on the 
stimuli using a remote eye-tracker.

1.7  |  Experiment 2

We tested orientation, contrast, phase, and spatial frequency 
deviants with Gabor patches using a multi-feature paradigm 
(Näätänen, Pakarinen, Rinne, & Takegata, 2004) and the 
cascadic control (Ruhnau et al., 2012). In the multi-feature 
paradigm, a feature of the stimulus, rather than the whole 
stimulus, can change to give a deviant for that feature and a 
standard for others. Similarly, all other stimuli are standards 
for that feature even though they may be deviants for oth-
ers. One complete standard separates each deviant and each 
deviant feature appears once per set of four standard/deviant 
pairs of four trials in a pseudo-randomized order. This gives 
a probability of any feature similar to that of a traditional 
oddball block (here 12.5%). The advantage of this approach 
is that one can test multiple deviants within a short time.

2  |   EXPERIMENT 1

2.1  |  Introduction

We replicated Kimura et al.’s (2009) study of orientation de-
viants using single bars (Figure 1a, I). We added three condi-
tions, giving a 2 × 2 design of stimulus type: bar condition 
(Figure 1a, I and II) versus Gabor condition (Figure 1a, III 
and IV), and whether attention was on the edges of the stim-
uli to give the edge condition (Figure 1a, I and III) versus 
whether attention was on a central fixation dot to give the 
fixation condition (Figure 1a, II and IV). We also measured 
participants’ eye positions, fearing that when participants 
were attending to the bar ends their eyes might wander to-
ward them, even though we instructed them to keep their 
eyes in the center of the screen (as Kimura et al., 2009, did).

2.2  |  Method

2.2.1  |  Participants

Using G*Power (Faul, Erdfelder, Buchner, & Lang, 2009; 
Faul, Erdfelder, Lang, & Buchner, 2007), we estimated the 
sample size needed to achieve a power of 0.9 given the ef-
fect size found by Kimura et al. (2009): 5 participants. To 
optimize the likelihood of finding their effect, we tested 24 
self-declared healthy adults (10 males, 20 right-handed) with 
normal or corrected-to-normal vision for a power of 0.99. 



      |  7 of 27MALE et al.

Mean age was 24.20 years with a range from 19 to 49. The 
Murdoch University Ethics Committee approved the experi-
ments (2015/208). All participants provided their written 
informed consent and were free to withdraw from the ex-
periment at any time. Participants received monetary com-
pensation or course credit in return for participation. The 
experiment took place in the BioCog laboratories of Leipzig 
University.

2.2.2  |  Apparatus

Participants sat in an electrically shielded, sound-attenu-
ated, and light-attenuated chamber. They viewed stimuli 
on a photometrically linearized, 19-inch, color, CRT moni-
tor (Viewsonic G90fB) from 60  cm. The monitor showed 
1,024  ×  768 pixels at a refresh rate of 100  Hz; it was the 
only source of light. A forehead-and-chin rest stabilized par-
ticipants’ heads. Participants gave their responses by press-
ing a key on a 4-key response pad connected to a response 

registration device (RTBox; Li, Liang, Kleiner, & Lu, 
2010). A PC with Ubuntu Linux v16.04.1, Octave v4.0, and 
Psychophysics Toolbox 3.0.14 (Brainard, 1997; Kleiner, 
2013; Pelli, 1997) presented stimuli and recorded responses. 
We used an EyeLink 1000 (SR Research, Ottawa, Ontario, 
Canada) remote eye-tracker.

2.2.3  |  Stimuli

In two conditions, we presented bar stimuli; in the remaining 
two conditions, we presented Gabor stimuli. For the bar stim-
uli, we used the original stimuli from Kimura et al. (2009): 
rectangular grey bars with a length of 3° visual angle and a 
width of 0.5° visual angle. The bars had a luminance of 41.7 
candles per square meter (cd/m2) (Kimura et al., 2009: 42 cd/
m2) on a black background with a luminance of 0.01 cd/m2. 
This gave them a Michelson contrast greater than 0.99. Non-
target bars had right-angled corners at their ends; target bars 
had rounded corners (Figure 1a, I).

F I G U R E  1   Experiment 1. (a) 
Examples of stimuli for the 2 × 2 design of 
Experiment 1. In this case, the orientation 
of non-target stimuli (top panel) and target 
stimuli (bottom panel) is 36° anticlockwise 
from horizontal, 0°. Stimuli were either bars 
(left two columns: I and II) or Gabor patches 
(right two columns: III and IV). Participants 
either paid attention to the edges of the 
stimuli (edge task: columns I and III) or 
to a fixation dot (fixation task: columns II 
and IV). (b) Example of an oddball and an 
equiprobable control block for the bar-
fixation condition. The deviant (in orange) 
and control (in purple) have a probability of 
20%. In the oddball block, the standards (in 
green) have a probability of 80%

III IV

(a)

(b)

III
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Gabor patches comprised a grating with a Michelson con-
trast of 0.99, a phase of 0.5π radians (i.e., a white peak at 
the center of the monitor), a spatial frequency of 1 cycle per 
degree (cpd) of visual angle, a mean luminance of 41.8 cd/
m2, and a peak luminance of 83.8 cd/m2. The background had 
the same mean luminance. The Gaussian envelope had a SD 
of 1° visual angle.

Target Gabor patches in the edge condition had a circular, 
raised-cosine-window-shaped margin with a radius of 1.5° 
visual angle, where the contrast was reduced from full to 30% 
over 0.33°. It appeared as a grey ring (Figure 1a, III). Bar 
and Gabor stimuli had an orientation of 0°, 36°, 72°, 108°, or 
144° anticlockwise from horizontal.

In the fixation conditions, bars and Gabor patches had a 
central, cyan, circular fixation dot with a diameter of 0.13° 
visual angle and a luminance of 33.1 cd/m2 for the bars and 
64.2  cd/m2 for the Gabor patches (Figure  1a, II and IV). 
Target fixation dot diameter was 0.26° visual angle. In the 
edge conditions, there was no fixation dot.

2.2.4  |  Procedure

There were two stimulus and two task conditions each, 
arranged in a 2  ×  2 design giving four conditions (see 
Figure  1a). We counterbalanced the order of conditions 
across participants.

Each condition started with written instructions and con-
sisted of 12 blocks each taking 55 s to complete its 110 tri-
als. Participants were free to take breaks between blocks. To 
complete all 48 blocks took an average of 44  min. Ten of 
the 12 blocks per condition were oddball blocks and 2 were 
equiprobable control blocks. We randomized block order 
within each condition afresh for each participant and condi-
tion. Oddball blocks had 80% of standard trials and 20% of 
deviant trials (see Figure 1b).

Standard and deviant trials were pseudo-randomized for 
each participant and block except that at least two standards 
separated deviants. Each of the five possible orientations 
was a standard in two oddball blocks. In one of these, deviant 
orientation was +36° from that of the standards, in the other 
it was −36°. Equiprobable blocks contained 20% each of the 
five possible orientations in pseudo-randomized order: there 
were no repetitions of orientation within these blocks.

Stimulus onset asynchrony (SOA) was 500 ms, featur-
ing a 400 ms inter-stimulus-interval (ISI). In fixation con-
ditions, the fixation dot was always present (see Figure 1b). 
All stimuli appeared at the center of the screen. We in-
structed participants to look at the center of the screen 
during all trials, whether there was a fixation dot or not. 
The first block of each condition and any blocks following 
a break began with a 9-point eye-tracker calibration and 
validation routine.

In all conditions, 9% of the stimuli (8 standards, 2 de-
viants in oddball blocks; 10 in equiprobable blocks) were 
targets. We asked participants to press a key as fast as pos-
sible with the index finger of the right hand whenever they 
detected a target. For a response to be correct, it had to be 
between 100 and 800 ms after target onset. There were al-
ways at least two non-target trials between target trials, but 
we did not explicitly inform participants about this contin-
gency. In fixation conditions, fixation dot increments had 
a duration of 100 ms with a random onset asynchrony of 
50, 150, 250, 350, or 450 ms from stimulus onset. There 
were equal numbers of the different onset asynchronies. 
Participants completed all the blocks for one condition be-
fore moving onto another.

2.2.5  |  Eye tracking recording and analysis

The eye-tracker monitored gaze positions of both eyes at a sam-
pling rate of 500 Hz. We analyzed gaze position at stimulus 
onset for standard, deviant, and control stimuli in each condi-
tion. We excluded gaze data for the first two stimulus events in 
each block, for target trials, and for trials that immediately fol-
lowed a target or deviant stimulus. To correct for any system-
atic bias of the eye-tracker, we calculated the median of gaze 
position in bar-fixation condition and the median of gaze posi-
tion in Gabor-fixation using standard and deviant trials in odd-
ball blocks per eye and participant. We then corrected the gaze 
position by the mean of these two medians in all conditions.

We averaged gaze data over eyes after excluding any 
trial containing a blink or a gaze position horizontally or 
vertically exceeding ±3° visual angle from the center at 
trial onset. We computed probability density maps for each 
condition and block type by accumulating gaze positions 
across trials and blocks per condition and block type nor-
malized by the number of included trials. We filtered prob-
ability density maps by a Gaussian kernel with an SD of 
0.25° visual angle.

2.2.6  |  EEG recording and data analysis

We recorded the electroencephalogram (EEG) from 29 silver/ 
silver chloride electrodes attached to an electrode cap  
(actiCAP). We placed electrodes at AF3, AF4, F3, Fz, F4, 
F5, F6, FC1, FC2, FC5, FC6, C3, Cz, C4, T7, T8, CP1, CP2, 
CP5, CP6, P3, Pz, P4, P7, P8, O1, and O2 according to the 
extended international 10−20 system and at the left and right 
earlobe. We recorded EEG at a 500 Hz sampling rate and a 
time constant of 10  s with a BrainAmp DC system (Brain 
Products, Gilching, Germany). We recorded the electroocu-
logram (EOG) from electrodes placed lateral to the outer can-
thi of both eyes and an electrode placed below the left eye. 
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Impedances were kept below 20 kΩ. We placed the ground 
electrode on the upper forehead and the reference electrode 
on the nose-tip (same as Kimura et al., 2009).

We completed preprocessing using MATLAB (R2015b; 
MathWorks Inc.), EEGLAB (14.1.1; Delorme & Makeig, 
2004), and ERPLAB (6.1.4; Lopez-Calderon & Luck, 2014). 
We filtered the continuous EEG and EOG activity with a 
high-pass 0.1 Hz Kaiser-windowed (beta 5.65) sinc FIR fil-
ter (order 9,056) and low-pass 40 Hz Kaiser-windowed (beta 
5.65) sinc FIR filter (order 184). Epochs were 500 ms long, 
including a 100 ms pre-stimulus baseline. We excluded the 
first two trials in each block, target trials, trials that immedi-
ately followed a target, and trials that immediately followed 
a deviant stimulus. We also excluded epochs including am-
plitude changes exceeding 800 μV at any channel to exclude 
non-stereotypical artifacts that are not likely to reflect eye 
movements or blinks that can be identified and removed later 
via ICA.

We identified noisy channels using the technique recom-
mended by Bigdely-Shamlo, Mullen, Kothe, Su, and Robbins 
(2015). That is, we excluded EEG channels with unusually 
high deviations in activity (calculated as a z score exceed-
ing 3.0 with a SD of 0.7413 times the interquartile range). 
This affected no more than three electrodes per participant in 
seven participants.

We corrected data for artifacts using independent com-
ponent analysis (ICA) with AMICA (Delorme, Palmer, 
Onton, Oostenveld, & Makeig, 2012). To improve the 
decomposition, we computed the ICA on the raw data 
(excluding bad channels) filtered by a 1-Hz high-pass 
(Kaiser-windowed sinc FIR filter, order 804, beta 5.65) and 
40  Hz low-pass filter and epoched, but not baseline cor-
rected (Groppe, Makeig, & Kutas, 2009). We then applied 
the obtained de-mixing matrix to the 0.1−40  Hz filtered 
data. Winkler, Debener, Müller, and Tangermann (2015) 
have validated that high-pass filters improve ICA decom-
positions (reliability, independence, and dipolarity) and the 
de-mixing matrix can be applied to a linearly transformed 
data set.

We removed artifactual independent components from 
each participant's data by using SASICA (Chaumon, Bishop, 
& Busch, 2015; Makeig, Bell, Jung, & Sejnowski, 1996) to 
determine which exhibited low autocorrelation, low focal 
channel or trial activity, high correlation with vertical or hor-
izontal EOG, or met ADJUST criteria (Mognon, Jovicich, 
Bruzzone, & Buiatti, 2011). We manually removed artifactual 
components using Chaumon et al.’s (2015) criteria, retaining 
those with any sign of neural activity based on consistent ac-
tivity time-locked to stimulus onset, on topography, or on a 
1/f-like power spectrum.

We next excluded any epochs containing amplitude 
changes exceeding  ±100  μV at any channel. We interpo-
lated noisy channels using spherical splines (Perrin, Pernier, 

Bertnard, Giard, & Echallier, 1987). We averaged ERPs sep-
arately for the standard, deviant, and control stimuli in each 
condition. The average number of epochs in each ERP ap-
pears in Table 2.

We then subtracted ERPs to controls and ERPs to standards 
from ERPs to deviants to produce a deviant-minus-control dif-
ference wave, revealing the genuine vMMN, and a deviant-mi-
nus-standard difference wave, revealing the classic vMMN.

We conducted temporal principal component analysis 
(PCA) on the ERP data using the EP toolkit (v2.64; Dien, 
Khoe, & Mangun, 2007). The structure of exogenous com-
ponents was considerably different between bar and Gabor 
conditions. Therefore, we conducted PCA separately for bar 
and Gabor conditions on the individual average ERP data in 
deviant and control trials. We used Promax rotation (κ = 3) 
with a covariance relationship matrix and Kaiser weighting. 
Based on Horn’s (1965) parallel test, we retained 12 compo-
nents, explaining more than 95% of the variance.

We replicated the statistical tests for the genuine vMMN 
reported by Kimura et al. (2009) for all our conditions from 
200 to 250 ms at P7 and P8. As well, we conducted Bayesian 
t tests, and Bayes Factor replication tests (Verhagen & 
Wagenmakers, 2014) using posterior distributions according 
to the results reported by Kimura et al. (2009) as priors. For 
the bar-edge condition, we also conducted the same tests for 
the classic vMMN and for adaptation (controls minus stan-
dards) from 100 to 150 ms at (interpolated) PO7 and PO8 and 
from 200 to 250 ms at P7 and P8.

We also performed repeated-measures Bayesian analysis 
of variances (ANOVAs),2 Bayesian paired t tests, traditional 
repeated-measures ANOVAs, and paired t tests on deviant-re-
lated amplitude differences in component scores at sites of 

 2The model with the largest Bayes Factor (BF10) is the favoured model. 
The main effects and interactions within such a model are, therefore, 
important for explaining the data. The inclusion Bayes Factor (BFIncl.) is 
the extent to which the data support inclusion of the factor of interest. The 
BFIncl. compares the posterior probability of matched models including 
versus excluding the effect or interaction. Following Lee and Wagenmakers 
(2013), we took as strong evidence for the alternative model if BF10 was 
larger than 10, moderate evidence if BF10 was between 10 and 3, and weak 
evidence if BF10 was between 3 and 0.33. We took as substantial evidence 
for the null model if BF10 was between 0.33 and 0.1, and strong evidence if 
the BF10 was less than 0.1.

T A B L E  2   Mean number (SD) of epochs per participant in the 
grand average ERP for each condition and trial type

Condition Standard Deviant Control

Bar-edge 495 (19) 194 (6) 171 (5)

Bar-fixation 488 (28) 190 (8) 169 (8)

Gabor-edge 486 (33) 188 (15) 167 (12)

Gabor-fixation 484 (34) 188 (13) 168 (9)
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PCA components’ peaks (e.g., P8 and O2). We compared all 
models (constrained by the principle of marginality) with the 
null model (BF10) and additionally evaluated main effects 
and interactions by comparing the models containing a main 
effect or interaction to the equivalent models stripped of the 
effect excluding higher order interactions (“Baws Factor” or 
“Inclusion Bayes Factor” based on matched models; Mathôt, 
2017). All t tests were one-tailed (as used by Kimura et al., 
2009) unless explicitly stated and we used medium effect size 
priors for all Bayesian analyses. We employed the 
Greenhouse–Geisser correction (ε) for degrees of freedom 
where appropriate. Eta squared (η2) denotes the estimated ef-
fect size.

2.3  |  Results

2.3.1  |  Behavioral performance

Over both tasks, mean hit rates were 88% (SD  ±  5%) and 
false alarm rates were 0.33% (SD  ±  0.32%). To determine 
whether there were any differences in task performance, we 
performed paired, two-tailed t tests and Bayesian two-tailed 
t tests on hit rates and false alarm rates. Hit rates were 5% 
better for the edge task (90% ± 7%) than for the fixation task 
(85% ± 6%), t(23) = 2.759, p = .011, BF10 = 4.409; there 
was no difference in false alarm rates between the two tasks 
(0.37% ± 0.34% and 0.29% ± 0.38%), t(23) = 1.266, p = 
.218, BF10 = 0.437. The differences in hit rates are unlikely 
to have affected the ERPs because we excluded trials includ-
ing targets or responses.

In our experiment, the difference between hit rates 
in standard and deviant trials in the bar-edge condition 
was −0.3% (standard trials: 92.2% ± 7.0%, deviant trials: 
92.5% ± 7.0%). In Kimura et al.’s experiment, the dif-
ference was much greater at 4.2% (standard trials: 93.1% 
± 6.2%, deviant trials: 88.9% ± 14.8%). The difference 
between false alarm rates in standard and deviant trials 
was −0.3% in our bar-edge condition (standard trials: 0.3% 
± 0.3%, deviant trials: 0.6% ± 0.9%) and double, −0.6%, in 
Kimura et al.’s (standard trials: 0.1% ± 0.2%, deviant trials: 
0.7% ± 0.8%).

2.3.2  |  Eye movement behavior

In Figure 2, we show probability density maps for the fixa-
tion positions for all trials accumulated across all participants 
according to block type (oddball vs. equiprobable control), 
stimulus (bar vs. Gabor), and task (edge vs. fixation).

For the bar-edge oddball condition, we normalized gaze 
positions to one orientation. Without rotation, its probability 
density map looked like a fog; with rotation, gaze positions 

lined up along the bar, more frequent toward the bar ends. 
For the other conditions, it was the opposite: the probability 
density maps were better defined by ignoring the orientation 
of the stimuli.

Figure 2 shows that giving participants a central fixation 
task was associated with gaze around the center of the stimu-
lus, more variable for bars than for Gabor patches. In oddball 
blocks, giving participants a task at the edges of the stimuli 
was associated with gaze toward the ends of bars and toward 
the upper edge of Gabor patches. In equiprobable blocks, 
gaze on bars was highly variable, but more frequent near the 
center; gaze on Gabor patches was similar to that from odd-
ball blocks.

2.3.3  |  Event-related potentials and 
difference waves

Figure 3 shows the ERPs and difference waves for each condi-
tion. The general form of our ERPs is typical of those recorded 
from the parieto-occipital regions on the scalp in other vMMN 
studies (e.g., File et al., 2017; Kimura & Takeda, 2015), with a 
P1, an N1, and a P2. We show these ERP components at the P8 
electrode Gabor-fixation condition in Figure 3.

The difference waves in Figure 3 are green for deviant-mi-
nus-standards and purple for deviant-minus-controls. The 
figure also shows the 95% confidence intervals. The green 
traces show some negativities, especially from electrode P8 
from the bar-edge condition; these could be classic vMMNs 
(i.e., contributed to by adaptation). But these negativities are 
smaller and briefer than those found by Kimura et al. (2009) 
(see also Tables S1 and S2).

Purple traces are positive for the entire vMMN time win-
dow for bars and fluctuate randomly around zero for Gabor 
patches, showing no genuine vMMN. This is very different 
from that found by Kimura et al. (2009), who did find a gen-
uine vMMN.

We could not help noticing an early positivity of deviants 
relative to controls commencing about 80 ms after stimulus 
onset at occipital electrodes in our bar-fixation and Gabor 
conditions (it also is visible in the bar-edge condition but 
starting after P1). We explore this later.

Classic vMMN and adaptation from 100 to 150 ms and 
from 200 to 250 ms in the bar-edge condition (replication 
of Kimura et al., 2009)
From 100 to 150  ms, we found a significant, small, clas-
sic vMMN for (interpolated) PO8, M = −0.48 µV, t(23) = 
−1.900, p = .035, BF−0  =  1.917. The negativity was not 
significant at PO7, M = −0.19  µV, t(23) = −0.825, p = 
.209, BF−0 = 0.456. Because our effect sizes were smaller 
than Kimura et al.’s, the corresponding replication Bayes 
Factor results show strong evidence for the null model, 
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BFr0 = 0.0063 and 0.0009, respectively. We also found adap-
tation effects (control minus standard) that were smaller than 
Kimura et al.’s; ours were not significant, either for PO7, 
M = −0.31  µV, t(23) = −1.057, p = .151 BF−0  =  0.594, 
BFr0 = 0.0179, or for PO8, M = −0.30 µV, t(23) = −1.066, 
p = .149, BF−0 = 0.600, BFr0 = 0.0008.

From 200 to 250 ms, we found a significant, smaller, 
classic vMMN for P8, M = −0.67 µV t(23) = −1.741, 
p = .048, BF−0  =  1.498, BFr0  =  0.0814. The negativ-
ity was not significant at P7, M = −0.19  µV, t(23) = 
−0.487, p = .316, BF−0  =  0.324, BFr0  =  0.0034. We 
found statistically significant adaptation effects at P8, M 
= −1.46 µV, t(23) = −4.489, p < .001, BF−0 = 342.980, 
BFr0  =  897.828, and at P7, M = −1.18  µV, t(23) = 
−3.044, p = .003, BF−0 = 15.361, BFr0 = 24.299.

Genuine vMMN from 200 to 250 ms in the bar-edge 
condition (replication of Kimura et al., 2009)
In the bar-edge task condition, we found no genuine vMMN 
from 200 to 250  ms at P7 or P8 electrode location, as re-
ported by Kimura et al., but instead a small positive differ-
ence potential. Given the very large effect size reported by 
Kimura et al., the data provide strong evidence for the null 

hypothesis in Bayes Factor replication tests, BFr0 = 0.0031 
and 0.0005, respectively. The data also provide strong ev-
idence for the null hypothesis in directed Bayesian t tests, 
M = 0.99 and 0.79 µV, t(23) = 3.027 and 2.324, p = .997 and 
.985, BF−0 = 0.063 and 0.074, respectively.

Genuine vMMN in the bar-fixation condition
For this and the remaining conditions, we searched only for 
the genuine vMMN from 200 to 250 ms. In the bar-fixation 
condition, we found no genuine vMMN from P7 or P8. The 
data provide strong evidence for the null hypothesis in Bayes 
Factor replication tests, BFr0 = 0.002 and 0.0005, and in di-
rected Bayesian t tests, one-tailed, M = 0.39 and 0.62 µV, t(23) 
= 1.567 and 2.293, p = .935 and .984, BF−0 = 0.093 and 0.074.

Genuine vMMN in Gabor-edge condition
In the Gabor-edge condition, we again found no signifi-
cant genuine vMMN from P7 or P8 from 200 to 250  ms. 
The data provide strong evidence for the null hypothesis in 
Bayes Factor replication tests, BFr0 = 0.110 and 0.003, but 
do not provide conclusive evidence in directed Bayesian t 
tests, one-tailed, M = − 0.20 and − 0.13 µV, t(23) = −1.575 
and −0.625, p = .065 and .269, BF−0 = 1.171 and 0.370.

F I G U R E  2   Probability density maps for aggregated gaze data from all participants in Experiment 1. Coordinates for all accepted trials 
from each condition are standardized relative to individual gaze position. For the bar-edge, oddball condition, coordinates are standardized to the 
depicted orientation. Colors reflect the probability that location was fixated at stimulus onset across trials in this condition. (a) Results from oddball 
trials. (b) Results from equiprobable control trials

(a)

(b)
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Genuine vMMN in the Gabor-fixation condition
In the Gabor-fixation condition, we also found no genuine 
vMMN from P7 or P8 from 200 to 250 ms. Instead, there was 
a small, positive, deviant-minus-control difference potential. 
The data provide strong evidence for the null hypothesis 
in Bayes Factor replication tests, BFr0 = 0.002 and 0.0005, 
and substantial evidence for the null hypothesis in directed 

Bayesian t tests, one-tailed, M = 0.15 and 0.18 µV, t(23) = 
0.751 and 0.790, p = .770 and .781, BF−0 = 0.133 and 0.130.

Outside the vMMN time window
Outside of 100–300  ms, we did not observe any relevant 
negative deflections of the deviant-minus-control ERP dif-
ference wave exceeding the 95% confidence interval; except 

F I G U R E  3   ERPs and difference waves from P7, O1, O2, and P8 electrodes from Experiment 1. We illustrate the P1, positive pole of the 
anterior N1 (aN1), posterior N1 (pN1), and P2 at P8 electrode, Gabor-fixation condition
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in the bar-edge condition. In it, we observed a very small 
early negativity, prior to 100  ms,  a small early positivity, 
after 100 ms, and a large late positivity, after 300 ms. We 
analyze the early positivity next; we do not further analyze 
the late positivity, except to say it may be a P3b because de-
viants reminded participants to keep their eyes on the center 
of the bar.

2.3.4  |  Principal component analysis of 
event-related potentials

To detect any potential genuine vMMN PCA component, we 
computed ANOVAs for all components with a peak latency 
between 100 and 300 ms and a negative deviant-minus-con-
trol difference score in at least one condition or task at the 
peak electrode location—usually parietal or occipital. We did 
not find any significant main effect of stimulus type or inter-
action effect including stimulus type (all BF10 < 0.5; except 
for P1 in the bar conditions; see below). Although we did not 
identify any component that was temporally or spatially char-
acteristic of the vMMN, we did find some PCA components 
sensitive to deviants, some earlier than 100 ms.

P1 and N1 components
PCA of the data confirmed early differences in amplitude 
seen in our ERPs (80−200 ms in Figure 3). Figure 4 shows 
that the temporal and topographical profiles of the P1 and 
N1 components were different between bar and Gabor con-
ditions. In the bar conditions, the P1 component had a peak 
latency of 110 ms (maximal over lateral parietal electrodes). 
An anterior N1 component with a peak latency of 146  ms 
(minimal over fronto-central electrodes and maximal over 
occipital electrodes) and a posterior N1 component with a 
peak latency of 200 ms (minimal over lateral parietal elec-
trodes and maximal over fronto-central electrodes) followed.

In the Gabor conditions, the P1 peak latency was 86 ms 
(maximal over occipital electrodes), an anterior N1 com-
ponent with a peak latency of 126 ms (minimal over fron-
to-central electrodes and maximal over occipital electrodes), 
and a posterior N1 component with a peak latency of 170 ms 
(minimal over lateral parietal and maximal over occipital 
electrodes) followed.

P1.  In the bar conditions, we found an interaction between 
task and stimulus type, F(1, 23) = 9.339, p = .006, η2 = 
0.289, BFIncl = 1.641. Paired tests revealed not-significantly 
smaller P1 (PCA component 5) amplitudes for deviants 
than for controls in the edge task, t(23) = −1.808, p = .084, 
BF10  =  0.872, but significantly larger P1 amplitudes for 
deviants than controls in the fixation task, t(23) = 2.781, p = 
.011, BF10 = 4.600 (see Figure 4 top panel, left).

In the Gabor conditions, P1 (PCA component 7) ampli-
tudes were larger for deviants than controls, however, the data 
do not provide conclusive evidence for the favored model in-
cluding the stimulus type main effect, F(1, 23) = 4.463, p = 
.046, η2 = 0.163, BF10 = 1.332 (see Figure 4 top panel, right).

Anterior N1.  In the bar conditions, at occipital electrodes, 
the anterior N1 (PCA component 3, shown as aN1 in Figure 3) 
amplitude was more positive in the fixation task than in the 
edge task, F(1, 23) = 10.984, p = .003, η2 = 0.323. Amplitudes 
were also more positive for deviants than for controls, F(1, 
23) = 11.576, p = .002, η2 = 0.335 (see Figure  4, middle 
panel, left). The data provide strong evidence for the favored 
model including both main effects (BF10 = 2,619.138) as well 
as substantial evidence against a moderation of the stimulus 
type effect by the task (BFIncl = 0.319).

Also, in the Gabor conditions, at occipital electrodes, the 
anterior N1 (PCA component 3) amplitudes were more pos-
itive in the fixation task than in the edge task, F(1, 23) = 
8.281, p = .009, η2 = 0.265, and for deviants than for con-
trols, F(1, 23) = 16.834, p < .001, η2 = 0.423 (see Figure 4, 
middle panel, right). The data provide strong evidence for the 
favored model including both main effects (BF10 = 537.932) 
as well as substantial evidence against a moderation of the 
stimulus type effect by the task (BFIncl = 0.345).

In short, the data show that the stimulus type (i.e., devi-
ant vs. control) determines anterior N1 positivity at occipital 
electrodes—deviants produce larger positivities than con-
trols—and this occurs for bar and Gabor stimuli regardless 
of the task.

Posterior N1.  In the bar conditions, the posterior N1 (PCA 
component 2) amplitude was more positive in the fixation 
task than in the edge task, F(1, 23) = 6.189, p = .021, η2 
= 0.212, and more positive for deviants than for controls, 
F(1, 23) = 6.947, p = .015, η2 = 0.232 (see Figure 4, bottom 
panel, left). The data provide strong evidence for the favored 
model including both main effects (BF10 = 36.845) as well 
as substantial evidence against a moderation of the stimulus 
type effect by the task (BFIncl = 0.282).

In the Gabor conditions, we observed an interaction of 
stimulus type and task on the posterior N1 (PCA component 
4) in the frequentist statistics, F(1, 23) = 7.968, p = .010, η2 
= 0.257. However, the Bayes factor analysis is inconclusive 
and rather provides weak evidence against the interaction 
(BFIncl  =  0.525). The N1 amplitude was more positive for 
deviants compared to controls in the fixation task, t(23) = 
2.593, p = .016, BF10 = 3.226, but there was no difference 
between deviants and controls in the edge task, t(23) = 0.124, 
p = .903, BF10 = 0.216 (see Figure 4, bottom panel, right). 
Further, the data do not provide conclusive evidence for any 
of the models (all BF10 < 0.5).
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2.4  |  Discussion

We could not find any convincing evidence of a genuine 
vMMN in any condition. This is particularly surprising be-
cause we replicated Kimura et al.’s (2009) stimuli and proce-
dure in our bar-edge condition. We consider possible reasons 
next. Then, we consider implications of the absence of a 
genuine vMMN in any condition.

2.4.1  |  Replication of Kimura et al. (2009)

There were four major differences in the method of the two 
studies:

1. We monitored eye positions, whereas Kimura et al. 
did not. We found that when participants’ task was in the 
center of stimuli, they looked there. When their task was at 
the edge of the stimuli, they looked slightly up and slightly to 
the right of center, except for bars in oddball blocks, in which 
they looked toward the end of the bars.

In the bar-edge condition for oddball blocks, looking to-
ward a bar's end would help target detection, whereas in the 
control blocks, it would not. In the control blocks the orien-
tation of the bars changed on every trial, so if participants 

moved their eyes, they would have been fruitlessly pursuing 
the location of the task-relevant information, always one trial 
behind. In fact, they looked toward the center.

It was the same in the Gabor-edge condition. In both 
sorts of blocks, the information was in a ring at the edge, 
so participants could have looked in any direction toward 
the edge to do the task. We suspect their slight tendency 
to look up and to the right of center reflects the principles 
found when people look at arbitrary images—that they are 
highly variable, but generally aimed at areas of salience 
(e.g., Quiroga & Pedreira, 2011) and they follow the nor-
mal pattern of scanning eye movements from reading (e.g., 
Spence, 2019).

If our participants, who knew we were monitoring their 
gaze, looked strategically at different parts of the stimuli 
depending on the task, then, it is quite possible that Kimura 
et al.’s participants, whose eye positions were not moni-
tored, looked even more strategically than ours did, at the 
bar ends.

2. We had other fixation (and stimulus) conditions, 
whereas Kimura et al. did not. Our fixation conditions gave 
our participants practice at fixating centrally. This may well 
have transferred to our edge conditions, leading to more accu-
rate central fixation than in Kimura et al.’s participants.

F I G U R E  4   Principal components contributing to early increased positivity in deviant-minus-control difference wave for bar and Gabor 
conditions in Experiment 1. The top row shows details of the P1 in the bar (left three panels) and Gabor (right three panels) conditions. The 
middle row shows details of the anterior N1 in the same conditions. The bottom row shows details of the posterior N1. Columns 1 and 4 show 
topographical maps of the average activity from deviant and control trials at peak latency. Columns 2 and 5 show component loadings (scaled by 
SD) against the time course of each component's contribution (thick black line) to the overall evoked activity recorded from the scalp relative to 
all other components (thin multi-colored lines). Columns 3 and 6 show component scores for deviant and control trials in each stimulus and task 
condition at the electrode illustrated on the corresponding topographical map. Error bars depict ± 1 SE.
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Consider the stimuli during the oddball block for Kimura 
et al.’s participants if they consistently looked at the bar ends. 
During the standard trials, a grey bar end filled the fovea. 
During deviant trials, the black background filled the fovea. 
This turns an orientation deviant into a large decrement in 
luminance for the fovea. About 50% of the area of the visual 
cortex is devoted to processing input from the fovea cover-
ing only 1% of the retinal size (Kolb, Fernandez, & Nelson, 
2018), which will, therefore, have a much greater influence 
on ERPs than any similar area of the rest of the retina. This 
combined change in orientation and luminance may be suffi-
cient for yielding the vMMN, whereas a change in orientation 
alone is not.

Possibly our participants did not show much evidence of 
genuine vMMNs because they fixated more centrally on more 
trials than Kimura et al.’s did. Our observation of consider-
able differences between hit and false alarm rates in standard 
and deviant trials in the bar-edge condition in our experiment 
compared to that by Kimura et al. (2009) supports our inter-
pretation of differences in fixation behavior. With increasing 
gaze eccentricity along the bar, the hit rate should increase in 
standard trials due to higher discriminability as the bar end 
moves toward the fovea but to decrease for deviant trials and 
vice versa for the false alarm rate. This is the pattern we ob-
serve in the data. The remarkably high inter-individual vari-
ability of the hit rate in deviant trials in Kimura et al.’s study 
might indicate that participants’ fixation behavior followed 
different strategies.

3. We had fewer control trials than Kimura et al. We 
do not expect our lower number of control trials than Kimura 
et al.’s (2009) affected the vMMN measurement because 
signal-to-noise ratio in the difference wave is limited by the 
condition with fewest trials. In Kimura et al. (2009) this is the 
deviant condition. The number of trials in our deviant ERP 
(maximum 200 trials) is about 67% of theirs. Moreover, we 
had twice as many participants than Kimura et al., leading 
to very good signal-to-noise ratio across all conditions (see 
95% confidence intervals in Figure 3). The Bayesian repli-
cation tests clearly support the notion that the absence of a 
vMMN was not due to lack of power or noise in the data. 
Furthermore, we were able to detect deviant-related differ-
ences in other components: the P1, anterior N1, and posterior 
N1.

4. We used different preprocessing of the data from 
Kimura et al. To check whether our failure to replicate 
the results of Kimura et al. (2009) was because our pre-
processing of our EEG data differed from theirs, we used 
their preprocessing steps for our data. We give the details 
in the Supplementary Materials (Figure S1 and Tables S1 
and S2). Nothing we found in the new analyses altered our 
characterization of our results: we found a small, classic 
vMMN between 200 and 250 ms and no evidence of a gen-
uine vMMN.

2.4.2  |  Implications of the absence of a 
genuine vMMN in any condition

We hope we have shown that the differences in methodol-
ogy we raised in points 3 and 4 were not responsible for the 
differences between our results and those of Kimura et al. 
(2009). It is possible that the differences we considered in 
points 1 and 2, in gaze position, were responsible.

Other studies of the orientation vMMN with bars might have 
involved a similar lack of control of gaze position, possibly ex-
plaining why some have found the vMMN using bar stimuli, 
whereas others have not. For example, Astikainen et al. (2008), 
who did find a genuine vMMN to bars, had their participants 
attend to auditory stimuli, allowing their fixation to stray away 
from the center of the bars. In contrast, File et al. (2017), who 
did not find a vMMN, used a demanding fixation task, ensuring 
that their oriented bars always fell on the same retinal locations.

The absence of a genuine vMMN in our conditions re-
quiring central fixation, diverting attention from the oriented 
stimuli, is consistent with recent studies (e.g., File et al., 2017; 
Smout, Tang, Garrido, & Mattingley, 2019). Indeed, various 
authors have questioned whether the auditory MMN is pre-
attentive (e.g., Auksztulewicz & Friston, 2015; Sussman, 
Chen, Sussman-Fort, & Dinces, 2014; Woldorff, Hackley, & 
Hillyard, 1991; Woldorff & Hillyard, 1990).

We found that, except for the bar-edge condition, P1 am-
plitudes are larger for deviants than for controls. Perhaps the 
larger variance in gaze position (cf. Figure 2) disguised the 
true effect of deviants on P1 amplitudes. Of course, the vari-
ance in our post hoc analyses of P1 amplitudes could be due 
to other factors we have not considered.

We also found that, according to our Bayesian and fre-
quentist analyses, the positive pole of the anterior N1 is larger 
for deviants than controls and this is consistent across all 
conditions, suggesting it may be a reliable marker for devi-
ance-related activity.

Another possibility is that we failed to find the vMMN 
from differences in precursory stimulus processing, as evi-
denced by differences in early deviant-related activity or the 
absence of adaptation effects that Kimura et al. reported for 
controls versus standards between 100 and 150 ms. Therefore, 
to conclude with greater certainty that our results were truly 
reflective of changes in low-level properties of visual stimuli, 
we conducted a second experiment.

3  |   EXPERIMENT 2

3.1  |  Introduction

In addition to testing, again, whether orientation differences 
of 36° yield a genuine vMMN, we also wanted to examine 
whether changes in other properly isolated low-level visual 



16 of 27  |      MALE et al.

features could yield genuine vMMNs. We searched for genu-
ine vMMNs for changes in orientation, Michelson contrast, 
phase, and spatial frequency. We carefully manipulated each 
low-level feature of visual input without affecting other fea-
tures using Gabor patches. We compared ERPs to standards 
and deviants from multi-feature blocks and ERPs to control 
deviants from cascadic-control blocks (Ruhnau et al., 2012).

3.2  |  Method

Some aspects of the method of Experiment 2 were iden-
tical to those of Experiment 1, including the number of 

participants, inclusion criteria, the EEG apparatus, most 
properties of the Gabor patches, all properties of the fixa-
tion dots, the central fixation task, the EEG-recording, EEG 
preprocessing, and statistical analysis of the ERP data. The 
mean age of our 24 new participants was 23.13 years with 
a range of 18−38  years (9 males, 23 right-handed). The 
method differed in that we used a multi-feature paradigm, 
a cascadic-control condition, and we did not measure par-
ticipants’ gaze positions. We also included posttest blocks 
to assess the discriminability of each deviant stimulus fea-
ture, avoiding issues associated with feature changes that 
are near the discrimination threshold (as shown by Horváth 
et al., 2008, for auditory input).

F I G U R E  5   Illustration of the stimuli and procedure of Experiment 2. (a) Example of eight trials of a multi-feature block. The first panel 
shows the standard. The next panel, outlined in green, shows an orientation deviant (36° orientation difference from the standard). The next deviant 
panel, outlined in orange, shows a contrast deviant (0.33 greater than the standard). The next deviant panel, outlined in violet, shows a phase 
deviant (1.2π radians difference from the standard). The final deviant panel, outlined in magenta, shows a spatial frequency deviant (33% less than 
the standard). (b) Examples of eight trials of four kinds of cascadic-control blocks. The top row shows stimuli that change regularly in contrast and 
phase from trial to trial. The control stimuli for contrast and phase—physically identical to the deviants from the multi-feature blocks—are outlined 
in dashed orange and dashed violet. The remaining rows of panels show other combinations of stimulus features with stimuli that serve as controls 
for other deviants. The color scheme is the same as in (a). For each control stimulus, we show its relevant orientation (O; °), Michelson contrast 
(C), phase (P; radians), or spatial frequency (SF; cpd)

(a)

(b)
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3.2.1  |  Stimuli

We manipulated the orientation, contrast, phase, and spa-
tial frequency of the Gabor patches. In the multi-feature 
paradigm, standard Gabor patches had an orientation of 
9° anticlockwise from horizontal, a Michelson contrast 
of 0.6, a phase of 0.5π radians, and a spatial frequency of 
1.2 cpd of visual angle. Deviant stimuli had an orientation 
of 45° anticlockwise, or a Michelson contrast of 0.99, or a 
phase of 1.7π radians, or a spatial frequency of 0.9 cpd, but 
were identical to standard stimuli in all other features (see 
Figure 5a).

In the cascadic control, Gabor patches had an orientation 
of 45°, 9°, 333° (= 153°), 297° (= 117°), or 261° (= 81°) from 
horizontal (changing by 36° per trial), a Michelson contrast 
of 0.99, 0.6, 0.36, 0.22, or 0.13 (changing by 40% per trial), 
a phase of 1.7π, 0.5π, 1.3π, 0.1π, or 0.9π radians (changing 
by 1.2π radians per trial), and a spatial frequency of 0.9, 1.2, 
1.6, 2.1, or 2.8 cpd visual angle (changing by 33% per trial).

3.2.2  |  Procedure

The experiment started with written instruction and con-
sisted of eight multi-feature blocks and eight cascadic-con-
trol blocks. We randomized block order. In the multi-feature 
blocks, standard and deviant stimuli appeared predictably on 
alternate trials (Figure  5a). Each deviant feature appeared 
once per set of four standard/deviant pairs of trials in pseudo-
randomized order with the constraint that the same deviant 
feature never appeared in two subsequent pairs of trials. The 
probability that each deviant feature occurred in a deviant 
trial was 25%. Hence, for each set of eight stimuli, for each 
visual feature, the deviant feature was presented in one out 
of eight trials (12.5%) and the standard feature in seven out 
of  eight trials (87.5%; similar to the regular oddball para-
digm; see below). In each of the multi-feature blocks, there 
were 128 standards and 128 deviants resulting in 256 devi-
ants per visual feature.

In the cascadic-control blocks (illustrated in Figure 5b), 
we interspersed physically identical standard and control 
stimuli within a block, in which the deviant stimulus fea-
ture was varied in a regular ascending and descending 
block (e.g., 1–2–3–4–5–4–3–2–1). We combined two fea-
tures per block (contrast and phase, orientation and spatial 
frequency, phase and orientation, contrast and spatial fre-
quency—see Figure  5b). We did not combine phase and 
spatial frequency because both features would interact, 
obscuring regularity, and we did not combine contrast and 
orientation for a balanced design. The two-feature cascades 
had an offset of one trial: each feature led once in one of 
two blocks, resulting in eight cascadic-control blocks. This 
design allowed the corresponding multi-feature standard 

feature to precede each control stimulus. In each of the cas-
cadic-control blocks, there were 256 stimuli including 32 
control stimuli per feature resulting in 128 control stimuli 
per visual feature.

In a two-interval, two-alternative, forced choice task, 
we asked participants to look at the Gabor patches and to 
judge whether two successively presented Gabor patches 
were the same or different. Each Gabor patch was pre-
sented for 100  ms separated by an ISI of 400  ms. The 
fixation dot was always present. The next trial started 
400  ms after the response. There were 128 pairs per 
block, 64 pairs were the same (both standard Gabor 
patches from the multi-feature paradigm), and 64 pairs 
were different (16 per deviant feature from the multi-fea-
ture paradigm balanced between first and second inter-
val). Participants responded by pressing a same button 
with the index finger of one hand and a different button 
with the index finger of other hand (counterbalanced 
across participants).

There was no reaction time limit for this task; however, 
we considered responses only between 0.1 and 2 s to remove 
instances in which participants took an impromptu break be-
tween trials. This resulted in a mean loss of about 2 trials in 
19 participants (ranging from one to eight trials) and none in 
the other five participants.

3.2.3  |  EEG recording and data analysis

In Table 3, we give the average number of epochs in each 
ERP for 24 participants. We performed PCA on the indi-
vidual average ERP data in deviant and control trials. We 
retained 14 components (explaining more than 95% of the 
variance) based on Horn’s (1965) parallel test.

3.3  |  Results

3.3.1  |  Behavioral performance

Performance on the fixation task for multi-feature (hit rate: 
93% ± 6%, false alarm rate: 0.75% ± 0.65%) and cascadic 

Condition Deviant Control

Orientation 196 (7) 88 (11)

Contrast 197 (9) 88 (9)

Phase 195 (8) 88 (9)

Spatial frequency 197 (10) 88 (10)

T A B L E  3   Mean number (SD) of epochs per participant in the 
grand average ERP for each deviant feature and trial type. The mean 
number (SD) of epochs for standards was 784 (26)
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blocks (hit rate: 93% ± 6%, false alarm rate: 0.71% ± 0.58%) 
was very similar: for hit rate, t(23) = −0.598, p = .556, 
BF10 = 0.253; for false alarm rate, t(23) = 0.598, p = .556, 
BF10 = 0.253). Hit rates were high (93%) and false alarm rates 
were low (0.73%), showing that participants devoted them-
selves to the task.

To derive a d-prime (d′) for each deviant feature in our 
discriminability blocks, we log-linear corrected (Stanislaw 
& Todorov, 1999). Sensitivity was worst (but still good) for 
phase (d′ = 2.5 ± 0.9 SD), better and about equal for contrast 
(d′ = 2.8 ± 0.8) and spatial frequency (d′ = 2.8 ± 0.7), and 
best for orientation (d′ = 3.5 ± 0.7), F(3, 69) = 23.913, p < 
.001, ε = 0.929, η2 = 0.510, BF10 = 7.567 × 107. All paired 
comparisons, aside for contrast versus spatial frequency, t(23) 
= 2.781, p = .854, BF10 = 0.218, were significant. Overall 
performance accuracy (d′ = 2.8) suggests participants were 
able to detect deviants with high accuracy.

3.3.2  |  Event-related potentials and 
difference waves

Figure 6 shows the ERPs and deviant-minus-control differ-
ence waves (genuine vMMNs) for each feature deviant. ERPs 
and their constituents to orientation conditions are similar to 
those of Experiment 1 (top panel). The ERPs to the other 
conditions are similar to those for orientation and to ERPs 
reported by others. We highlight the same ERP components 
at P8 in the orientation condition; these are the most similar 
across experiments.

vMMN
We did not find a genuine vMMN in the 200−250 ms time 
window (as in Kimura et al., 2009) in any of the four deviant 
feature conditions. Table 4 shows that the data provide very 
strong evidence for the null hypothesis. Instead, Figure  6 
shows a positive deviant-minus-control mean difference po-
tential in the vMMN time window at electrodes P7 and P8 for 
all four deviant feature conditions.

Principal component analysis of event-related potentials
vMMN time window.  To detect any potential vMMN PCA 
component, we computed ANOVAs for all components with 
a peak latency between 100 and 300 ms and a negative deviant 
minus control difference score for at least one deviant feature 
at the occipito-parietal component peak electrode. We found 
a significant interaction between stimulus type and deviant 
feature in two components, but all follow-up tests were not 
significant (all BF10 < 0.5). We did not find any significant 
main effect of stimulus type or interaction effect including 
stimulus type in any other component (all BF10 < 0.5). That 
is, we did not find any PCA component corresponding to the 
vMMN.

Although we did not find any genuine vMMN, we did 
observe increased early positivity to deviants compared with 
controls. Our PCA confirmed that this positivity was due to 
three separate components, as in Experiment 1.

P1 and N1 components
The components’ structure and topography were highly simi-
lar to the ones observed in the Gabor conditions of Experiment 
1. The peak latencies of P1 (94 ms), anterior N1 (132), and 
posterior N1 components (182 ms) were minimally later than 
in Experiment 1 (Figure 7).

P1.  The P1 (PCA component 6) amplitude was more 
positive for deviants than for controls, F(1, 23) = 15.209, 
p < .001, η2 = 0.398, but the effect was modulated by an 
interaction with deviant feature, F(3, 69) = 3.782, p = .028, 
ε = 0.693, η2 = 0.141 (see Figure 7, top panel). All features, 
except for phase, produced a significant positive deviant 
minus control difference score (Table 5). However, the data 
provide very strong evidence for the favored model including 
the main effect of stimulus types and deviant feature, 
F(1, 23) = 2.831, p = .045, η2 = 0.110, BFIncl  =  2.291 
(BF10  =  288.813). The data provide inconclusive evidence 
against including the interaction between stimulus type and 
deviant feature (BFIncl = 0.807).

Anterior N1.  The anterior N1 (PCA component 2) 
amplitude at occipital electrodes was more positive for 
deviants than controls, F(1, 23) = 33.139, p < .001, η2 = 
0.590 (see Figure  7, middle panel). Similar to the P1, this 
main effect interacted with deviant feature, F(3, 69) = 4.745, 
p = .007, ε = 0.884, η2 = 0.171. That is, all features, except for 
phase, produced a significant positive deviant minus control 
difference score (Table  4). The Bayesian ANOVA favored 
the model including both main effects and the interaction 
(BF10 = 955,559.701). The data provide very strong evidence 
for an effect of stimulus type (BFIncl  =  457,240.641), but 
only some evidence for including effects of deviant feature 
(BFIncl = 2.095) and the interaction effect (BFIncl = 1.546).

Posterior N1.  The posterior N1 (PCA component 4) 
amplitude was more positive for deviants than for controls, 
F(1, 23) = 22.623, p < .001, η2 = 0.496, and significantly 
different among deviant features, F(3, 69) = 3.818, p = 
.024, ε  =  0.757, η2 = 0.142. The stimulus type effect was 
significantly modulated by deviant feature, F(3, 69) = 3.501, 
p = .031, ε = 0.773, η2 = 0.132 (see Figure 7, bottom panel). 
That is, the posterior N1 amplitude was more positive for 
deviants than for controls for contrast, and spatial frequency 
deviants, but not for orientation or phase deviants (Table 5). 
The Bayesian ANOVA favored the model including both main 
effects and the interaction (BF10 = 2,332.248). The data also 
provide very strong evidence for including deviant feature 
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(BFIncl = 403.809), moderate evidence for including stimulus 
type (BFIncl = 3.021), and some evidence for including the 
interaction effect (BFIncl = 2.583).

Using the effect sizes for the deviant versus control Gabor-
fixation stimuli at O2 (for P1 and aN1) and P8 (for pN1) in 

Experiment 1, we performed Bayes Factor replication tests 
comparing deviant and control orientation stimuli. The data 
provide strong evidence for the alternative for the P1 (O2: 
BFr0 = 69.019) and aN1 (O2: BFr0 = 17.718), but not the pN1 
(P8: BFr0 = 0.385).

F I G U R E  6   ERPs and difference waves from P7, O1, O2, and P8 electrodes from Experiment 2. We did not observe any relevant negative 
deflections of the deviant-minus-control ERP difference wave exceeding the 95% confidence interval (but only positive)
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3.4  |  Discussion

Our Bayes Factor tests provide strong evidence of no genu-
ine vMMN in Experiment 2. This confirms our finding from 
Experiment 1 that orientation deviants do not yield a vMMN 
when using physiologically plausible visual stimuli and con-
trolling for adaptation and allocation of attention. Our find-
ings also suggest that deviants in contrast, phase, and spatial 
frequency do not yield the vMMN.

One possibility we can discount is that the physical dif-
ference between feature levels of deviants and standards 
we used was too small. Except for phase, the differences 
we used are all many times greater than the respective dis-
crimination thresholds: at least several tens of times for 
orientation (Regan & Price, 1986), and 5 to 10 times for 
contrast (Snowden & Hammett, 1998) and for spatial fre-
quency (Webster, De Valois, & Switkes, 1990). We discuss 
phase below.

Condition

Electrode

P7 P8

µV t p BF−0 µV t p BF−0

Orientation 0.28 1.554 .933 0.093 0.25 1.199 .879 0.107

Contrast 0.78 3.133 .998 0.062 1.00 3.595 .999 0.058

Phase 0.30 1.409 .914 0.099 0.41 2.295 .984 0.074

Spatial frequency 0.98 4.988 .999 0.049 1.16 5.905 .999 0.046

T A B L E  4   Directed Bayesian (BF−0) 
t tests (one-tailed) of mean amplitudes 
(µV) between 200 and 250 ms at P7 and P8 
electrodes for each deviant feature (df = 23)

F I G U R E  7   Principal components contributing to early increased positivity in deviant-minus-control difference waves in Experiment 2. 
The top panel shows details of the P1. The middle panel shows details of the anterior N1. The bottom panel shows details of the posterior N1. 
The leftmost column shows topographical maps of combined activity from deviant and control trials at peak latency. The middle column shows 
component loadings reflecting each component's contribution (thick black line) to the overall evoked activity recorded from the scalp relative to 
all other components (thin lines of different colors). The rightmost column shows bar graphs of component scores for deviant and control trials for 
each deviant feature at the electrode illustrated on the corresponding topographical map. Error bars depict ± 1 SE
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It is possible that the sensitivity of the vMMN mechanism 
is less than when attention is devoted to the stimuli. For exam-
ple, Czigler, Balázs, and Winkler (2002) showed no genuine 
or classic vMMN to deviants clearly differing from standards 
in color and luminance when attention was on a task at fixa-
tion. Smout et al. (2019) failed to show a genuine orientation 
vMMN when participants attended to a fixation task, even 
with orientation differences as large as 80°. When their partic-
ipants attended to the stimuli, they showed that the sensitivity 
of channels processing the orientation of attended stimuli was 
at least twice as good as that of the mismatch channels.

The absence of a vMMN to contrast deviants corrobo-
rates the findings of Nyman et al. (1990), who also searched 
fruitlessly for one. Wei, Chan, and Luo (2002), however, 
concluded that there is a vMMN to contrast changes. But 
they did not control for the physical differences between 
lower and higher contrast stimuli as we and Nyman et al. did.

As far as we can tell, we are the first to test phase as a deviant 
feature for the vMMN. Phase information is essential in human 
vision. For example, Piotrowski and Campbell (1982) showed 
that one image's spatial frequency spectrum combined with the 
phase spectrum of a different image yields an image that looks 
like the latter and not at all like the former. But Piotrowski and 
Campbell also showed that this phenomenon survives with 
coarse encoding of phase, for example into only two levels. 
Consistent with this, psychophysical studies of phase discrim-
ination show that highly trained observers can have thresholds 
ranging from about one-third of (Burr, 1980), to half of (Caelli 
& Bevan, 1982), to about equal to (Troscianko & Harris, 1988), 
the difference we used. In any case, our posttest results suggest 
our participants could see the phase changes.

We also failed to find a genuine vMMN to spatial fre-
quency deviants. File et al. (2017) also failed to find such 
a vMMN to decreases in spatial frequency, admittedly of 
complex windmill patterns that also vary in orientation 
content. They did find a genuine vMMN when they in-
creased spatial frequency in the same patterns, suggesting 
that it arises only if there is a combination of features that 
increase, in this case of orientation and spatial frequency. 
Others reporting spatial frequency vMMNs omitted any 
control for adaptation, hence reporting classic vMMNs 
(e.g., Kenemans, Jong, & Verbaten, 2003; Maekawa et al., 
2005; Maekawa, Tobimatsu, Ogata, Onitsuka, & Kanba, 
2009; Stagg et al., 2004).

One could argue that we did not find a genuine vMMN to 
any deviant feature because the multi-feature paradigm is not 
ideal for showing the vMMN. Although the multi-feature 
paradigm is well established in the auditory literature, the 
paradigm has been adopted in only a handful of vMMN ex-
periments (e.g., Grimm, Bendixen, Deouell, & Schröger, 
2009; He, Hu, Pakarinen, Li, & Zhou, 2014; Kreegipuu et al., 
2013; Qian et al., 2014; Shi, Wu, Sun, Dang, & Zhao, 2013). 
It would be useful to compare when deviants appear in both a 
traditional oddball paradigm and a multi-feature paradigm 
with suitable controls. Given that Grimm et al. (2009) used 
the multi-feature paradigm to show a genuine vMMN to 
color, alignment, and shape, we suspect that we did not find a 
genuine vMMN because we manipulated single, low-level 
properties of visual input, whereas Grimm et al. manipulated 
properties that combine features (e.g., luminance with color).3

Although we did not find evidence for a vMMN, in further 
exploration of the data, we did find an early deviance-related 
positivity. According to our PCA, the components contribut-
ing to this early deviant-related positivity are the P1, anterior 
N1, and posterior N1. These differences are significant for 
the P1 and anterior N1 in all feature deviants, except for phase 
deviants. This could reflect phase invariance in complex cells 
in V1 (De Valois, Albrecht, & Thorell, 1982). Given these 
components are sensitive to stimulus type; we propose these 
deviant-related positivities may reflect the first instance of 
prediction error in vision. We discuss this further below but 
make clear that we did not predict such findings; therefore, 
they are exploratory.

4  |   GENERAL DISCUSSION

We conducted two experiments to test whether low-level fea-
ture deviants yield the genuine vMMN. This is becoming in-
creasingly important considering some inconsistent findings 

 3For example, to unconfound color from luminance, one would have had to 
measure each participant's isoluminance point prior to EEG testing (see 
Cavanagh, & Favreau, 1985 for a method) and then used each participant's 
value during his or her EEG testing.

T A B L E  5   Interactions with deviant feature examined with paired 
sample and Bayesian (BF10) t tests (two-tailed) for the P1, anterior N1 
(aN1), and posterior N1 (pN1) (df = 23)

Deviant feature Electrode t p BF10

P1        

Orientation O2 3.378 .003 15.313

Contrast O2 3.411 .002 16.394

Phase O2 −0.345 .733 0.227

Spatial frequency O2 2.328 .029 2.005

aN1        

Orientation O2 2.720 .012 4.095

Contrast O2 3.527 .002 20.967

Phase O2 1.839 .079 0.913

Spatial frequency O2 5.908 <.001 4,040.549

pN1        

Orientation P8 0.704 .489 0.269

Contrast P8 3.820 <.001 39.248

Phase P8 1.198 .243 0.406

Spatial frequency P8 2.824 .010 5.002
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in research into low-level deviance. In both experiments, we 
isolated and manipulated features of visual input based on 
our understanding of the visual system’s physiology, we sep-
arated adaptation effects from genuine deviance detection, 
and we controlled for attention.

In Experiment 1, we replicated Kimura et al.’s (2009) 
method and incorporated three additional conditions to ex-
amine the effect of using Gabor patches, which match the 
spatial properties of V1 simple cells’ receptive fields, versus 
bars, which do not so-well match those receptive fields, and 
the effects of attending to versus away from the stimulus of 
interest. No condition produced a genuine vMMN. We could 
not replicate the results of Kimura et al. (2009) and it is not 
likely we would be able to do so given their effect size and the 
statistical power of our experiment (= 0.99). Our Bayesian 
statistics show that it is reasonable to conclude that there is 
no genuine orientation vMMN.

We searched again for a genuine vMMN to changes in 
orientation, along with changes to other basic properties of 
visual stimuli, in Experiment 2. This time, we employed the 
multi-feature paradigm and cascadic control. We did not find 
a genuine vMMN for contrast, phase, and spatial frequency 
deviants. We replicated strong evidence for the null hypothe-
sis for orientation deviants.

Although our findings are different from some existing 
research, we suspect that our rigorous design and controls 
have allowed us to isolate and determine the true effect 
of low-level deviance on the visual system. We propose 
that some experiments do not enact suitable controls for 
attention and adaptation (also determined by the stimulus 
used), whereas others do, which is why some experiments 
of low-level deviants show a vMMN, whereas others do 
not. Nevertheless, existing feature-deviance research has 
been vital to appreciate how the brain encodes and detects 
regularity and irregularity, respectively, even when atten-
tion is elsewhere. Our findings add to the appreciation of 
which types of visual deviants yield the genuine vMMN 
and why.

The eye-tracking data in Experiment 1 were essential in 
understanding why previous studies reported vMMNs. Our 
data are consistent with the notion that a genuine vMMN 
is more likely for deviants in which multiple dimensions of 
visual input change, suggesting that perhaps the vMMN is 
concerned with detecting deviants involving higher order fea-
tures or feature-combinations encoded to perceptual objects.

If so, our findings point to a difference between the 
vMMN and the MMN: one of the principal features of the 
MMN is that it occurs in response to regularity violations 
in well-isolated, low-level, physiologically plausible, sen-
sory features. It is possible that existing vMMN paradigms 
are not suited to test low-level deviants because the visual 
system is equally (if not more) concerned with spatial order 
than temporal order.

Another possibility is that the visual system detects 
low-level deviance in a process that is not revealed by the 
vMMN. We observed what might be an index for detecting 
low-level visual irregularities in both experiments: ampli-
tudes were more positive for deviants compared to identical 
equiprobable controls at occipito-parieto-lateral electrodes 
between 80 and 200 ms. We found strong and converging 
evidence for deviance-related effects for the anterior N1 
PCA component at occipital locations (i.e., with a positive 
deviant minus control difference potential) in both experi-
ments and in all conditions with the only exception of phase 
in Experiment 2 (in which the evidence was inconclusive). 
We also found substantial evidence for deviance-related ef-
fects for the P1 and posterior N1 PCA components in some 
conditions. These were, however, not consistent across ex-
periments and conditions and further research is needed to 
establish if these P1 and posterior N1 differences can be 
replicated.

If we accept that these early deviant-related positivities 
are meaningful, we could then consider these early pos-
itivities as the first instance of prediction error in vision 
perhaps comparable to the pre-MMN signals reported for 
the auditory middle-latency response. These early auditory 
responses are genuine (controlled for adaptation), posi-
tive (i.e., Pa at 30  ms, Slabu, Escera, Grimm, & Costa-
Faidella, 2010), and negative (Nb at 40  ms) components 
that are sensitive to simple acoustic-feature irregularities 
(Alho, Grimm, Mateo-Leόn, Costa-Faidella, & Escera, 
2012; Althen, Grimm, & Escera, 2013; Grimm, Escera, 
Slabu, & Costa-Faidella, 2011; Leung, Cornella, Grimm, 
& Escera, 2012; Recasens, Grimm, Capilla, Nowak, & 
Escera, 2014). These components differ from the MMN in 
origin (Recasens et al., 2014) and in what evokes them. 
The latter is because simple auditory changes produce the 
response; whereas, complex irregularities, such as feature 
conjunctions, do not (Cornella, Leung, Grimm, & Escera, 
2012).

Although there are reports of increased early positivity to 
deviants in visual input (e.g., Berti & Schröger, 2004; Chen, 
Huang, Luo, Peng, & Liu, 2010; Fu, Fan, & Chen, 2003; 
Kimura, Katayama, & Murohashi, 2006b; Müller et al., 2012; 
Sulykos, Kecskés-Kovács, & Czigler, 2013; Sysoeva, Lange, 
Sorokin, & Campbell, 2015), we believe we are the first to 
propose this early positivity as a marker for prediction error. 
Some have described this early positivity as a change-related 
positivity (Kimura, Katayama, & Murohashi, 2005, 2006a, 
2006b, 2006c; Wang et al., 2003). However, this component 
is thought to reflect a mismatch between two stimuli rather 
than deviance or predictability—much like adaptation. To 
distinguish deviant-related positivity from change-related 
positivity one would need to isolate adaptation-related and 
deviant-related differences. That is what we have done. Ours 
is the first study to suggest that a deviant-related positivity is 
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a genuine deviance response free from adaptation, reflecting 
prediction error.

Pre-vMMN prediction error may have broader impli-
cations for how we conceptualize visual processing of un-
predicted changes. It could be promising to investigate this 
pre-vMMN positivity further.

5  |   CONCLUSIONS

Our results indicate that low-level feature deviants do not 
yield the vMMN if properly controlled for effects of adapta-
tion, allocation of overt and covert attention, physiological 
plausibility, and isolation of manipulated feature. We surpris-
ingly failed to replicate findings by Kimura et al. (2009) and 
discovered what appears to be a pre-vMMN positive index of 
deviance detection reserved for low-level changes in visual 
input. This may reflect differential processing for different 
visual changes and we encourage others to search for genuine 
pre-vMMN predictive processing.
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Figure S1 ERPs and difference waves from Experiment 1 pro-
cessed with Kimura et al.’s (2009) pipeline. A. ERPs from the 
electrodes either identical with or interpolated to those of Kimura 
et al. B. Difference waves for the same electrodes as in A.
Table S1 Statistical results in the 100- to 150-ms mean-am-
plitude time window from the bar-edge condition data rean-
alyzed using Kimura et al.’s (2009) pre-processing pipeline. 
Frequentist t test t and p values, and Bayesian replication 
(BFr0) and directed (BF-0) t tests of differences in mean am-
plitudes (µV) for the tests reported by Kimura et al. at the 
same or interpolated electrode locations.
Table S2 Statistical results in the 200- to 250-ms mean-am-
plitude time window from the bar-edge condition data rean-
alyzed using Kimura et al.’s (2009) pre-processing pipeline. 

Frequentist t test t and p values, and Bayesian replication 
(BFr0) and directed (BF-0) t tests of differences in mean am-
plitudes (µV) for the tests reported by Kimura et al. at the 
same electrode locations.
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