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Abstract. Open Science has become one of the most important move-
ments for leveraging scientific collaboration through sharing and reuse
of research outputs, such as publications, data, software and methods,
which are stored and preserved in public repositories. The emergence of
FAIR principles as mandatory for effective openness has made it clear
that it is not enough to publish such outputs – ”findability” (our fo-
cus) is a key issue. It can be leveraged by good documentation and, e.g.,
PIDs (persistent identifiers), but search mechanisms have yet to adapt to
this new context. Many such mechanisms – in particular semantic search
– have risen as a means towards findability. Nevertheless, implement-
ing these mechanisms and integrating them into scientific repositories
presents many challenges. This paper presents a systematic literature
review of research efforts on mechanisms designed to support search
for research outputs – publications, data and processes. Our analysis
is based on processing the entire collection of papers stored in Scopus,
IEEE Xplore and arXiV. We identified 299 papers related to semantic
search in scientific repositories. Their analysis provided a categorization
of existing literature and unexplored gaps, pointing out new research
challenges for semantic search mechanisms to support Open Science.
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1 Introduction

The sharing of research outputs has become a key enabler for Open Science [20],
thereby enabling advancement of science through reuse of such outputs. Open
Science relies on a combination of three major factors: open publications, open
data, and open processes and methods, all made available in public repositories.

A major obstacle for the effective reuse is findability of data - and thus
the institution of FAIR principles for data sharing and reuse [19], extensible to
papers and processes (which include, among others, software and workflows).
We identified that these three factors, together with authors, constitute the four
most important parameters considered by search mechanisms. To avoid constant
enumeration of these four parameters, we simply refer to them as classes.
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Search mechanisms are cumbersome, and often require lengthy efforts to
identify artifacts of interest. Several research solutions were proposed to alle-
viate the search process – such as the use of metadata standards, consensual
vocabularies, or annotations. Semantic search mechanisms have risen as a means
to improve the quality of search results. Many mechanisms vary widely in ap-
proaches and purposes. Our main concern is with semantic search mechanisms
that serve Open Science purposes, namely supporting search for scientific papers,
data, and software in public repositories. Besides these purposes, we also discuss
the availability of search for authors and their affiliations.

Which search mechanisms, however, are best suited to ensure meaningful
findability? Indeed, few studies are concerned with literature review on semantic
search issues. To the best of our knowledge, there are no systematic literature re-
views on the context of semantic search and its integration to scientific reposito-
ries; rather, surveys cover associated issues. For instance, Xu et al. [22] presented
a study on semantic search by providing a survey on schemas for metadata as-
sociated to scientific publishing; Zhang et al. [23] studied approaches to identify
the requirements for metadata search in the context of scientific data manage-
ment. The work of Karimi et al. [8] analysed different approaches that employ
thesauri and ontologies for semantic search. As examples of loosely related sys-
tematic reviews, Nguyen and Gobinda [12] performed a systematic review to
create a knowledge map of digital libraries, while Figueroa et al. [3] presented
a review on the progress of linked data technology, Gacitua et al. [4] provided
a systematic review on semantic web technologies and discussed how to apply
them on data warehouses or other industrial uses.

We conducted a systematic literature review to identify mechanisms that
promote findability. A preliminary version of this work was published as a short
paper [7]. This review focuses on semantic search mechanisms on public reposi-
tories containing papers, data or processes – from now on called scientific repos-
itories. A systematic mapping is a method that allows to present empirical data
from a broad subject of interest [14], thereby structuring a research area. After
processing all documents from IEEE Xplore, Scopus and arXiV, we identified
478 relevant documents (of which 324 are unique). We provide a quantitative
summarization, and a qualitative categorization and descriptions of the objec-
tives and class of objects employed in the corresponding approaches. Our results
indicate that most semantic search approaches lack several factors to fully meet
findability – e.g., flexibility in search parameters, or support to multiple do-
mains. Our analysis points out that there are still many research challenges on
the use, design and implementation of mechanisms for semantic search on open
scientific repositories – in particular, on how they can be enhanced to provide a
more meaningful range of results. As such, we provide insights into steps towards
semantic search efforts, in particular to meet the demands of the open science
movement. We thus present two major contributions – the systematic review
itself, and its discussion; and the presentation of a few major open problems
concerning semantic search mechanisms for open science.
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2 Applying the Systematic Mapping Methodology

Our literature review follows the structure of a systematic mapping [14] and was
executed according to guidelines [10]. These guidelines involve three sequential
phases: (1) Planning; (2) Conducting and (3) Reporting. This section briefly
outlines the Systematic Mapping Methodology, and how we applied it to analyze
publications on semantic search mechanisms.

Planning, the first phase of the systematic mapping process, produces “Pro-
tocol”. Our Protocol appears in [6]; it specifies among others the Sources to be
used in the review - namely, Scopus, IEEE Xplore and arXiV. Table 1 contains
a subset of our protocol items.

Source selection criteria are refined by Inclusion (I1 to I3) and Exclusion
(E1 to E3 criteria). I1 was planned to select all papers that involve any kind
of search or query of databases. I2 was planned to include papers discussing
any kind of integration scheme, e.g., integration to databases or integration of
different datasets. I3 involves selecting studies that present any kind of semantic
mapping approach, e.g., annotation, metadata or ontologies that are used to map
(associate) documents to semantic predicates. We point out that we, on purpose,
used in I1 and I2 terms that have more than one interpretation - “integration”
and ”mapping”, so that we could select a larger set of papers to analyze.

Exclusion criteria are associated to studies that cannot be used for summa-
rizing. In most cases, they were not scientific studies, e.g., a call for papers. In
other cases, they are unrelated studies that had the keywords employed as an
unrelated meaning, e.g., the search of something that is not scientific or does not
use literature or database. We also excluded non primary studies, i.e., studies
that do not propose mechanisms, but are instead reviews themselves. Thus, they
were not considered in our quantitative analysis.

The Conduction Phase is composed by the “Selection” and “Extraction”
activities; The Selection phase defined which studies must be selected from the
Sources, based on their titles and abstracts. The Extraction phase involved com-
pletely reading the documents for extracting data as planned by the Protocol.

Selection phase - Search for documents to review. The retrieval of documents of
interest from the Sources was performed using different strings, which were used
to identify three different categories of studies, using search strings. The first
category concerned approaches that include any type of semantic search aspect,
including semantics, ontologies, metadata or annotations. The second category
comprised all types of data retrieval and search approaches, regardless of use
of semantics or scientific repositories. The third category focused on synonyms
for scientific, research and studies. “Research” was eventually removed for being
far too common. “Study packing” was added since it has been used to refer to
documentation of systematic reviews. Table 2 shows the search strings used in
this phase, which were applied to title, abstract and keywords of all documents
in each Source.

The initial search sessions on our three Sources were executed on February
17, 2020 and updated throughout August 11, 2020. While our focus is semantic
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Table 1. Protocol Definition

Protocol Item Item Description

Objective Identify existing approaches to integrating semantic search mechanisms
on scientific production.

Research Question What are the approaches and techniques that perform semantic search
on scientific production?

Intervention Identify and categorize related primary studies.

Results Quantitative data on frequency distribution within categories.
Qualitative data on approaches that integrate semantic search on
scientific databases.

Source Selection
Criteria:

Source must be indexed studies on Computer Science, Mathematics or
Engineering. Extraction of papers from source must allow Boolean
operators. Source must be accessible by us.

Study Selection Inclusion I1 - Scientific Database Search approach;
Criteria: Inclusion I2 - Approach involves Integration;

Inclusion I3 - Application of Semantic Mapping;
Exclusion E1 – Not a valid document or inaccessible;
Exclusion E2 – Unrelated to computing/databases;
Exclusion E3 – Does not discuss search;
Exclusion E4 – Not primary study.

search, our strategy for selecting studies for our systematic review includes other
search approaches for completeness’ sake on ”findability” mechanisms.

After eliminating duplicated studies (e.g. that appeared in more than one
Source), the review was conducted manually by exhaustively analyzing studies
returned by each Source according to inclusion and exclusion criteria. Exclusion
criteria rejected the study from the review, while studies meeting any inclusion
criterion were included in the final set to be subsequently analyzed and summa-
rized with respect to title, abstract and keywords.

Study Extraction. During the Extraction phase, all studies were qualitatively
summarized by manually evaluating their full texts completely. An extraction
form was filled manually for each study. The form contained the following fields:

Table 2. Search String Definition

Session String

1 ( ( “semantic search” OR “ontology search” OR “metadata search” OR
“meta data search” ) AND ( “scientific” OR “study pack” OR “study pack-
ing” ) )

2 ( ( “semantic query” OR “ontology query” OR “metadata query” OR “meta
data query” ) AND ( “scientific” OR “study pack” OR “study packing” ) )

3 ( ( “semantic information retrieval” OR “ontology information retrieval” OR
“metadata information retrieval” OR “meta data information retrieval” )
AND ( “scientific” OR “study pack” OR “study packing” ) )

4 ( ( “semantic retrieval” OR “ontology retrieval” OR “metadata retrieval”
OR “meta data retrieval” ) AND ( “scientific” OR “study pack” OR “study
packing” ) )
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(I) Existence of Integrated Search (boolean); (II) Existence of Semantic Map-
ping (boolean); (III) Identified Software Architecture (nominal); (IV) Identified
Objectives for Scientific Data (nominal); (V) Identified Class of Scientific Data
(nominal);

Once the data from the Extraction phase was synthesized, we proceeded to
the Reporting phase involving both quantitative and qualitative summarizing of
the studies. The qualitative analysis was performed by writing textual descrip-
tions for each study, clustering them according to their form data.

3 Results of the Systematic Mapping

First we show the sets of papers retrieved by the search strings, followed by an
analysis of the results after each phase. Following the search sessions, we ended
up with a total of 324 unique documents, of which 299 are valid studies.

Table 3. Results of the First Selection Phase

Input I1 (Search) E1 (No Document) E2 (Unrelated) E3 (No Search) Output

299 280 9 1 4 276

During the selection phase, we selected studies that contain search approaches
and excluded those that matched any exclusion criterion. This phase included
studies with either integration or semantic mapping. For full description pre-
sented in this review, we cite the studies that include both criteria.

Table 4. Results of the Second Selection Phase

Input I2 I3 I2 ∩ I3 I2 ∪ I3 E4 Output
(Integration) (Semantic Mapping) (Non Primary)

276 82 20 12 90 8 85

Table 5 presents the results of the Extraction phase that include both se-
mantic mapping and integration. There were 12 studies in this category, how-
ever one study was excluded during extraction phase for being a non primary
study and then moved to related work [13], causing the table to include 11
references. It cites the studies as the reference (“Ref”) column, with the pub-
lication “Year”, a short “Descriptive Summary”, and their categorization, as
follows: “Integration” refers the different ways in which each search approach
integrated data: “Layer” stands for a semantic layer built on top of another
database; “Multi” stands for the integration of multiple existing databases; “Ex-
isting” refers to annotating existing data to be enriched with semantics, i.e.,
integration may be performed by an external semantic layer, or by integrating
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underlying databases, or indirectly via semantic annotations. “Semantic Map-
ping” includes the process executed to map semantics to data: either by “Man-
ual” definitions or by “Auto” (automatic) definitions. We also identified if the
approach is “Strict” or “Fuzzy” where applicable. “Software Architecture”
cites the referenced software architectures. “Object Class” indicates the type
of the data handled by the referred approach, according to the three main axes
of Open Science: “S. Data” for scientific data; Papers, articles and other doc-
uments are referenced as“Document”; Methods, workflows, software and other
processes for data handling are listed as “Process”. “Objective” involves data
usage intent of each approach. “Access” refers to data access, including search
and retrieval; “Discover” refers to the discovery of new conclusions based on
existing data; “Review” is the activity of surveying and aggregating data from
other studies. Section 4 contains a further discussion of these categories.

Table 5. Results of the Extraction Phase

Ref. Year Descriptive Summary Integra-
tion

Semantic
Mapping

Software
Architecture

Class Objective

[21] 2007 A semantic model for
annotating scientific data
(material research) scattered
over several databases.

Layer Manual Multiple Database S.
Data

Access

[16] 2008 Peer to Peer architecture for
collaborative research.

Multi Auto Peer to Peer &
Web

Docu-
ment

Access &
Review

[2] 2012 API for integrating biological
data. Programmatic rules to
map to existing ontology.

Multi &
Layer

Auto &
Strict

Programming
Interface & Web

S.
Data

Access &
Discover

[9] 2013 A (semi)automatic crawler to
build an ontology from
document repositories that
allows semantic search.

Layer &
Existing

Auto Multiple Database S.
Data

Access

[11] 2013 Dynamic semantic mapping
between ontologies.

Layer &
Multi

Auto Multiple Database S.
Data

Access

[1] 2014 An ontology to map data inside
databases.

Layer Manual Multiple Database S.
Data

Access

[24] 2014 A Middleware that adds
semantic query capability for
biomedical scientific data. Rules
are written by the user.

Layer Manual Middleware S.
Data

Access

[5] 2017 A distributed architecture for
software artifact catalog with
semantic search capability.
Mapping is crowdsourced.

Layer &
Multi

Manual Web Pro-
cess

Access

[17] 2017 An architecture proposal (not
functional) for semantic
annotation of existing scientific
documents to allow semantic
search.

Layer Auto Web Docu-
ment

Access

[15] 2019 Semantic mapping for Semantic
web on top of relational
databases.

Layer Manual Web & Multiple
Database

Docu-
ment

Access

[18] 2019 A semantic reasoning layer
extension for Scala, which allows
to integrate ontology search into
programming.

Layer Manual Programming
Interface

Data Access
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4 Discussion and Challenges towards Findability

4.1 Integrated Semantic Search

Semantic search has been applied to different scientific fields. The primary re-
search question towards findability is related to the existence of “Integrated
Semantic Search” in the literature. The term “integration” is used loosely, and
can be found in many contexts. There were 77 total studies that involve some
sort of “integration”. We identified three different meanings for this term in
the context of semantic search. The first meaning was how to connect multiple
databases that include semantics with the intent to search them jointly – this
was identified in 39 studies. The second was to take existing data and study how
to add semantics to this data, identified in 34 studies. The third meaning relates
to how to add a semantic layer to existing search engines, identified in another
34 studies. This semantic layer is closely related to semantic mapping (cf. Sub-
section 4.2). These integration concerns are related to the software architecture
of the approaches (cf. Subsection 4.3).

Moreover, we were not able to find a generic proposal that was tested on
multiple scientific fields – namely, an integrated approach to semantic search
combining arbitrary domains. Rather, studies are motivated by or solely tested
on a specific scientific domain, usually life sciences. Thus, a related question
is: “how generic are the proposed mechanisms?”. Many argue that, since their
proposal is based on specific ontologies, changing the ontology would provide
appropriate support to other domains. However, domain specificity hinders gen-
erality. The challenge is to balance between a domain-specific and a generic
semantic search.

4.2 Semantic Mapping

Similar to “integration”, there are different meanings of “Semantic Mapping”. In
general, it refers to metadata fields added to the actual data to enrich the data
with semantic information. Our work identified 18 studies concerning seman-
tic mapping, and identified three categories of this mapping. The first category,
corresponding to 9 studies, is the “Manual Definition”, in which metadata is
manually specified by authors or curators, Since this represents a complex in-
crease on work efforts, new approaches to automate these efforts were reported.
In this sense, we identified a second category, which we named “Automatic Def-
inition”, in which metadata is added automatically by computers, presented in
9 studies. Automatic definitions also present challenges – e.g., when algorithms
add incorrect metadata. As part of efforts to address this issue, researchers cre-
ated what we name “Fuzzy Mechanisms”, which are variations of automatic
metadata definitions, and which we identified in one study. Fuzzy mechanisms
are those that use metadata to sort results by relevance, including loosely related
- as opposed to “automatic definitions” in which only return directly related. We
highlight that fuzzy definitions may lack precision. No identified study advocates
“Strict Definitions”, for example, the application of formal definitions to avoid
ambiguity within the semantic search.
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4.3 Software Architectures

Different software architectures have been adopted while designing integrated
semantic search engines. We identified 77 studies that propose an integrated im-
plementation. Most of the studies (24 in total) are based on multiple database
composition, i.e., the authors integrate several databases by implementing a sin-
gle query system. This category of system appears in many situations, including
large scale computing systems, e.g. clusters and grids, slowly been replaced by
the emergence of cloud computing, which is represented by 5 papers.

A total of 20 studies indicate the use of web-based systems, often advocating
that this implementation is adequate for the mainstream community. We also
found many prototype proposals (reported by 12 papers); we could not check
the actual architecture of these prototypes, since they were not described.

Semantic integration can be added as a layer to existing databases. Therefore,
we expected studies suggesting middleware software solutions to support this
kind of integration. However, only one study reported this attempt, which may
indicate that this presents an implementation challenge to be followed up.

4.4 Objectives and Class Distributions

Class Distributions There are four main classes of search parameters de-
clared in 64 studies: (a) Science Data: including text notes, spreadsheets, images,
videos, recordings (41 studies); (b) Documents: including articles and theses (12
studies); (c) Processes: involving workflows; methods, hypotheses, comparison
metrics, software (22 studies); and Author names and their affiliations (3 stud-
ies). Though the latter is not directly included in the three Open Science axes, it
is a frequent parameter of search mechanisms. Considering the total number of
processes and software repositories, we identified that a subset is not for scien-
tific software (10 studies). Our results indicated that most papers only focus on
a single object class. Indeed, out of 64 studies, only 13 deal with more than one
data type and no study involved more than two classes. Thus, another research
challenge is the design of (semantic) search mechanisms that allow combining
distinct kinds of search parameters - documents, data, processes and authors.

Objective Distributions Regardless of the class of the employed data, the
search mechanisms also had different objectives or goals, as reported on the
study, involving 61 studies. The most common objective is to access the resulting
data, moreover retrieving the results and to notify users when new results appear.
The second most common objective is discovery of new conclusions that are not
part of the original data submissions, including how to identify existing discovery
aggregate data to identify and infer new conclusions (35 studies). A slightly less
frequent objective is management, where existing data, documents and authors
are registered and reported (23 studies). A less common objective, 3 studies
focused on simulations; they may be used, for instance, to generate data for
experiments and observations, validate data or extrapolate findings.
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Fig. 1. Objective and Class Distributions over years

Another study focused on using the search mechanism for auditing data and
conclusions; by using the collected data it is possible to identify the authors
responsible for each claim, verify data, ensure correctness and detect frauds or
corruption. The same study discussed reproduction or replication, where the
experiments returned by the search should be reproduced or replicated to ver-
ify the findings. Finally, there were studies where the search was employed for
supporting review efforts. Study reviews use existing documents and summa-
rize them for creating new documents, aggregating their quantitative data and
qualitative descriptions and comments into into a new (non-primary) study. Our
review methods could eventually benefit from these search engines for collecting
similar studies to be analyzed and summarized as new literature reviews.

Combinations and Opportunities of Classes and Objectives Table 6
shows the seven objectives and four object classes, resulting in combinations
that employ the class (subject) with the action for an objective (verb). The
table includes their frequency and descriptions; its columns are composed by the
object class, while its rows are composed by objectives. Each cell in the middle
contains the number of studies followed by its description. The descriptions
are colored according to the number of identified studies: green identifies two
or more studies, orange marks examples covered by a single study while red
shows examples of no exisiting studies. Different combinations may indicate new
opportunities for the usage of the given data, though some may not be feasible.
Figure 1 includes a plot for the distribution of both class and usage objectives,
showing how the number of studies vary from 1997 to 2020. It is worth reminding
that the time this paper was written, the last year was not complete. These plots
provide insights on periods in which objectives and object class appeared, e.g.,
the increase on discovery studies or the rarity of workflow studies.

An analysis of the objectives shows future challenges, including cases that
would benefit from semantic search. Some objectives identified in studies that
are unrelated to semantic search – e.g., studies concerned with prediction, which
allow to “Predict” or estimate new data from existing data. Other studies advo-
cated the support of “Data Export”, that allows users to take data results and
explore them using software tools. Another challenge is to use semantic search
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Table 6. Frequency and Descriptions for Objectives and Combination of Classes.

Class
Scientific Data Document Process Authors

Access 29: Search, query,
access, recommend
and/or retrieve
science data.

10: Search, query,
access, recommend
and/or retrieve
papers, articles,
journals, reports,
magazines, etc.

8: Search,
access,
recommend
and/or
retrieve
science data.

2: Search and find
or recommend
authors and
related authors.

Discover 22: Discover
conclusions using
aggregated science
data.

4: Discover
conclusions and
related documents
using existing
documents.

7: Discover
combined
workflows.

1: Discover what
authors
collaborate on
research efforts.

Manage 13: Manage known
science data, also
their sources and
bases.

2: Manage known
document
references/citations.
Manage documents
being written.

5: Manage
known
workflows
and assess
their usage.

1: Manage known
authors,
relationships,
contributions and
their roles.

O
b

je
ct

iv
e Simulate 3: Simulate

experiments and
compare against
existing data for
validation.

0: Simulate document
publications and
acceptance.

1: Simulate
workflow
usage and
outcomes.

0: Simulate author
contributions and
outcomes.

Audit 1: Audit data for
validation and
verification; protect
from corruption and
false data; blame
manipulators.

0: Audit documents
to verify authorship
and protect
documents from
corruption.

0: Audit
execution of
workflows.
Audit who
can edit the
workflow.

0: Audit roles and
authorship to
protect authors’
curricula from
corruption and
false data.

Replicate 1: Replicate studies
based on existing
science data and
compare the
outcomes.

0: Replicate (or
plagiate) existing
documents and their
structures.

0: Replicate
existing
work-flows
and compare
their
outcomes.

0: Plagiate author
roles.

Review 0: Review and
compare data sets of
science data to
aggregate results.

1: Support for
literature reviews.

0: Review
work-flows
and methods
and compare
their
efficiency.

0: Review existing
author roles and
contributions.

to find “Teaching” material for students. “Visualization” combined to semantic
search could lead to better comprehension for both the semantic queries as well
as the results from the semantic searches. There are also other objectives we
identified after analyzing recent opportunities. For instance, there are no studies
beyond the current data management tools that include strategic decisions for
the future research efforts. Another opportunity is support the design of public
“Policies” based on evidence. A completely missing objective we identified is the
lack of semantic search to extract specific data and metadata from “Internal”
content available in documents and data, e.g., article sections or images.

ljgarcia
Text Box
Gottardi et al. (2020) Understanding Semantic Search on Scientific Repositories



Gottardi et al. (2020) Understanding Semantic Search on Scientific Repositories 11

5 Conclusion

Open Science relies on sharing research results, including publications, data and
processes. Effective sharing requires findability, and for this we must understand
research efforts on search mechanisms. Our work presented a systematic litera-
ture review on a promising approach – semantic search issues – analyzing and
synthesizing 299 papers extracted from the entire collection of documents in
IEEE Xplore, Scopus and arXiv.

This investigation presented both quantitative and qualitative results, pro-
viding new insights and pointing out open research issues to be addressed. Still,
it is necessary to mention that there are threats to validity regarding the limited
set of studies as well the construction validity of the search string, as well as the
operation methods. These threats have been mitigated by exhaustively manual
analysis of the results collected by search engines that aggregate data from more
than one publisher.

We intend to perform new searches for completeness. We plan to proceed
updating the review and continue analysing further studies to provide additional
descriptive analyses. Ongoing work concerns extending the set of studies to be
analyzed, by increasing the number of criteria and search engines.

The full set of results, including detailed methodology, graphic plots and
analysis datasets appear in [6], which are also planned to receive incremental
updates.
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