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Summary. Causal discovery algorithms aim to identify causal relations from observational data
and have become a popular tool for analysing genetic regulatory systems. In this work, we ap-
plied causal discovery to obtain novel insights into the genetic regulation underlying head-and-
neck squamous cell carcinoma. Some methodological challenges needed to be resolved first.
The available data contained missing values, but most approaches to causal discovery require
complete data. Hence, we propose a new procedure combining constraint-based causal discov-
ery with multiple imputation. This is based on using Rubin’s rules for pooling tests of conditional
independence. A second challenge was that causal discovery relies on strong assumptions and
can be rather unstable. To assess the robustness of our results, we supplemented our investiga-
tion with sensitivity analyses, including a non-parametric bootstrap to quantify the variability of
the estimated causal structures. We applied these methods to investigate how the high mobility
group AT-Hook 2 (HMGAZ2) gene is incorporated in the protein 53 signalling pathway playing an
important role in head-and-neck squamous cell carcinoma. Our results were quite stable and
found direct associations between HMGA2 and other relevant proteins, but they did not provide
clear support for the claim that HMGAZ itself is a key regulator gene.
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1. Introduction

The analysis of gene regulatory networks aims to improve our understanding of the relationships
between genes in biological processes that are associated with disease (van Dam et al., 2018).
The notion of a ‘regulatory network’ is rather vague, and a wide variety of methods, based
on different principles, have been suggested and applied (Husmeier et al., 2006; Albieri and
Didelez, 2014).

Typically, gene regulatory networks are meant to represent biological interactions between
simultaneously or non-simultaneously expressed genes but as such they do not necessarily reflect
or allow statements about causal relations (Bansal et al., 2007). Regulator genes, especially those
which are involved in cell growth or cell cycle regulation, are potential targets for drug devel-
opment, such as EGFR in lung cancer patients (Liu ef al., 2017). With a view to such potential
interventions it is crucial to use methods that are specifically designed for analysing the causal
structure underlying gene regulation, as opposed to merely investigating their associations.

At the intersection of statistics and artificial intelligence, we find various methods and algo-
rithms, known as causal discovery, which aim to identify causal relationships from observational
or (partially) experimental data (Spirtes ez al., 2000; Zhang et al., 2018; Heinze-Deml et al., 2018;
Spirtes and Zhang, 2018). These define causal relationships explicitly in terms of intervention
effects, e.g. gene knock-outs: A would be causal for B if intervening in A affects the distribution
of B. Maathuis et al. (2010) demonstrated with an application to yeast gene expressions that
causal discovery algorithms outperformed traditional statistical methods based on regression
and prediction such as the elastic net. Causal discovery essentially assumes that the underly-
ing causal structure can be represented by a directed acyclic graph (DAG) on measured, and
possibly additional latent, variables, e.g. gene expressions. (Note that we use the terms network
and graph interchangeably.) The aim then is to identify the most plausible DAG, given the data,
under specific assumptions allowing a causal interpretation. Numerous algorithms have been
proposed for this; these are mainly versions of either so-called constraint-based or score-based
approaches. Constraint-based methods match conditional independences that are found in the
data with those implied by a DAG, whereas score-based methods select the most plausible DAG
on the basis of a score assessing the fit of a DAG to the data. For examples of the use of causal
discovery in the context of gene regulation see Chu ez al. (2003), Sachs et al. (2005), Opgen-Rhein
and Strimmer (2007) and Maathuis et al. (2009).

Here, we are interested in applying causal discovery to investigate the causal relationships
between high mobility group AT-Hook 2 (HMGA?2), a gene that in adult tissues is expressed
only in both malignant and benign tumour formation, and some target genes of the p53 sig-
nalling pathway, an important cell signalling pathway involved in the carcinogenesis of many
cancers such as head-and-neck squamous cell carcinoma (HNSCC). It has been suggested that,
within the p53 signalling pathway, the HMGAZ2 gene is a key regulator gene (Wei et al., 2010).
However, empirical evidence to support this hypothesis has been obtained only from cell culture
studies, but not in HNSCC patients (Ji et al., 2008). We address this question by analysing gene
expression data of tumour tissues from n =208 HNSCC patients.

In our investigation, we needed to address certain methodological challenges. First, our data
were incomplete in that individual measurements were missing for 24% of the patients. Analysis
of only the complete cases (CCs) would ignore much information and is well known potentially
to induce bias (Sterne et al., 2009). Standard methods for dealing with missing data are multiple
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imputation (van Buuren, 2018) or the expectation—-maximization (EM) algorithm (Dempster
et al., 1977). Although estimation in graphical models (Didelez and Pigeot, 1998) and score-
based search algorithms have been combined with EM before (Friedman, 1997; Scutari, 2010),
we here propose a first idea of how multiple imputation can be combined with constraint-
based causal discovery. We consider this a particularly promising avenue as multiple imputation
methods are easy to use because there is plenty of software which can handle a wide spec-
trum of data situations; at the same time constraint-based causal discovery algorithms are very
flexible and are used increasingly in biomedical fields of application. Second, causal discovery
in general relies on strong assumptions, e.g. some algorithms assume the absence of unobserved
confounding; moreover, it can be unstable and sensitive for instance regarding the settings of
tuning parameters. Hence, we carefully carried out various sensitivity analyses, e.g. allowing
for latent confounding, and assessed the robustness of our results by bootstrapping the selected
causal graphs (Friedman et al., 1999; Pigeot et al., 2015).

1.1. Background on the protein 53 signalling pathway

The tumour suppressor gene TP53 is an important anticancer gene because of its frequent
mutations in most human solid cancers such as HNSCC (Stewart and Wild, 2014; Parameswaran
and Burtness, 2018). The gene TP53 encodes the p53 tumour suppressor protein which initiates
cell cycle arrest and apoptosis in response to cellular deoxyribonucleic acid (DNA) damage.
Inactivation of the p53 signalling pathway caused by genetic alterations of TP53 is the most
frequent event in HNSCC and has been attributed to tobacco smoking and alcohol consumption
(Stewart and Wild, 2014; Peltonen et al., 2010). Wei et al. (2010) suggested that the oncofetal
stem cell factor HMGAZ2 is a key regulator gene of the tumour protein 53 (TP53). HMGAZ2 is
expressed during early embryogenesis and in cell differentiation. In adult tissues it is expressed
in both malignant and benign tumours of different sites including HNSCC (Miyazawa et al.,
2004; Klemke et al., 2009; Hetland et al., 2012; Piscuoglio et al., 2012). However, the exact
role of HMGAZ2 in tumorigenesis remains unclear. In cell culture studies, HMGA?2 has been
reported to be associated with the target genes CDKN2A/pl4, MDM2, CDKNI1A/p21 and
BAX of the p53 signalling pathway (Markowski ez al., 2010, 2011). The encoded proteins of
these four genes are key players in the p53 pathway. Hence, our analysis focuses on these five
genes, although the p53 pathway itself is composed of hundreds of genes, many of which may
also be relevant to HNSCC (Levine et al., 2006).

The tumour suppressor protein p21, encoded by the senescence gene CDKNI1A, is a major
target of p53 activity that induces cell cycle arrest to repair DNA damages (Vogelstein et al.,
2000). If the damage is too serious, BAX is expressed in response to the tumour suppressor
p53 to induce apoptotic cell death (Hanahan and Weinberg, 2011). Gavathiotis et al. (2012)
discovered that pharmacologic activation of apoptosis in cancer cells by triggering BAX is
possible. MDM?2 is an important negative regulator protein of p53 that enhances cancer growth.
MDM2 and p53 are connected through an autoregulatory feedback loop that maintains low
cellular p53 levels in the absence of stress (Moll and Petrenko, 2003). Its amplification frequency
in HNSCC is overexpressed in up to 46% of cases (Millon et al., 2001) leading to inhibition of
p53 (Parameswaran and Burtness, 2018). CDKN2A produces the protein pl4ARF: a tumour
suppressor that reduces MDM?2 and stabilizes p53 (Parameswaran and Burtness, 2018).

Although the main aim of our study is to investigate the role of HMGAZ2 based on a sample
of head-and-neck cancer tumour tissue specimens, the specific question of human-papilloma-
virus (HPV) related positive HNSCC is of great interest. HPV positive subtypes show different
molecular patterns such as higher expressions of the CDKN2A encoded tumour suppressor
protein p14/p16 and lower mutation rates of TP53 (Faraji et al., 2018). We therefore conduct a
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secondary analysis on an HPV positive subsample to investigate whether HMGA2 might have
a different role in HPV-induced HNSCC.

2. Methods

Our investigation of the causal structure underlying the p53 pathway required the combination
of causal discovery methods with missing data methods, followed by specific sensitivity analyses.
Some background on these methods, that is necessary to understand our results, is presented
in this section.

2.1. Causal graphs

We give a brief introduction to (causal) graphs and the most relevant search algorithms. In
particular we focus on constraint-based algorithms but, for comparison, we also consider a
score-based algorithm.

2.1.1.  Graph terminology

A graph G = (V,E) combines a set of vertices (nodes) V={Xi,...,X,} and a set of edges
E CV x V. The latter can be of different types: directed (—, <), undirected (-) or bidirected
(«>) edges. Two vertices are said to be adjacent, if they are connected by an edge. If X; — X ; is
in G, then X; is a parent of X ;j and X ; is a child of X;. A path is a sequence of distinct adjacent
vertices. On a directed path all edges point in the same direction. A directed cycle is a directed
path that starts and ends at the same vertex. A v-structure in G is an ordered triple (X;, X ;, Xy)
such that G contains the edges X; — X; and X ; <— X; and X; and X, are not adjacent in G.

A graph that contains only directed edges is called a directed graph and a graph that contains
directed and undirected edges is called a partially directed graph. The skeleton of a (partially)
directed graph is the undirected version of this graph after all arrowheads have been removed.
A (P)DAG is a (partially) directed graph without directed cycles.

2.1.2.  Probabilistic and causal interpretation

Graphs are used to encode the conditional independence structure of a multivariate distribu-
tion (Lauritzen, 1996), and when interpreted causally they additionally represent the effects of
interventions on one or more nodes (Pearl, 2009; Didelez, 2018).

Let the vertices of a DAG correspond to random variables X1, ..., X,. Then we can read off
conditional independences via the graphical criterion known as d-separation (Pearl, 2009), and,
equivalently, a joint probability distribution P factorizes according to the DAG g, if this joint
distribution over V={X1,..., X} can be written as P(V) = Hle P{X;i|pa(X;)}, where pa(X;)
denotes the set of parents of X;. Moreover, the probability distribution P is said to be faithful to
the DAG G if every conditional independence in P is implied by the d-separations in G. Under
faithfulness, two adjacent variables in a DAG remain associated even after conditioning on any
subset of the other variables in the graph. Hence, in what follows we shall say that two adjacent
variables have a direct association; but note that ‘direct’ is relative to the particular set of variables
considered. Non-adjacent variables connected by an open path are marginally, i.e. indirectly,
associated. Interpreted causally, a DAG implies that an intervention setting an arbitrary variable
X; to %; corresponds to replacing the factor P{X;|pa(X;)} in the above factorization by the
indicator function I(X; = x;) whereas all other factors remain the same. In particular, this can
be plausible only if the vertices V include all common causes of any two variables in the graph.
In other words, we would need to assume that there is no latent (i.e. unobserved) confounding
of any pair of observed variables. This assumption is known as causal sufficiency.
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The estimation of a DAG from observational data is hampered by the fact that different
DAGs can be Markov equivalent, i.e. encode the same d-separations and hence the same con-
ditional independences. This means that certain causal structures cannot be distinguished on
the basis of their implied independence structure, and hence we can identify only the set of
equivalent graphs. For instance, X; — X; — X, and X; <— X; < X both imply that X; and
X are independent given X ;, so without further information we cannot say whether X; is a
cause or an effect of X; and X;. Such further information could be provided by including
more variables and/or subject matter background knowledge. Markov equivalent DAGs share
the same skeleton and the same v-structures. The corresponding Markov equivalence class
can uniquely be represented by a completed partially directed acyclic graph (CPDAG) (Chick-
ering, 2002). A CPDAG is a partially directed graph where a directed edge means that this
directed edge is present in all DAGs in the Markov equivalence class, whereas an undirected
edge X;—X; means that there is at least one DAG in the equivalence class with X; — X;, and
at least one DAG with X; <- X ;. For the above example, the CPDAG would be X;—X ;—X,
which additionally contains X; <— X ; — Xy, but not the v-structure X; — X ; < X;. The latter
implies only the marginal independence of X; and X; and has no other equivalent DAG on
(Xi, X j, Xp).

A more general type of graphs than causal DAGs, relaxing causal sufficiency, are maximal
ancestral graphs (MAGs) (Richardson and Spirtes, 2002). In full generality, MAGs also allow
for selection on latent variables but we shall not make use of this aspect here. MAGs contain
directed and bidirected edges, but no directed cycles. Under the assumption of faithfulness,
an MAG encodes all and only those conditional independence relationships over the observed
variables that are also satisfied by an underlying causal DAG over the same observed and fur-
ther unobserved (latent) variables. The conditional independence relationships can be read off
an MAG via the m-separation criterion, which is a generalization of d-separation. Similarly to
DAGs, different MAGs can be Markov equivalent. The corresponding Markov equivalence class
can be represented by a partial ancestral graph (PAG) (Zhang, 2008a). Thus, a PAG preserves
the causal features of all DAGs that share the same set of observable conditional indepen-
dence statements and ancestral relationships, without making any restrictions on the number
of unobserved confounding variables.

PAGs contain different types of edges (—, <>, o— and o—) and edge marks: arrowhead “>’,
tail ‘=’ and circle ‘o’. An arrowhead or tail means respectively that this arrowhead or tail is
present in all MAGs of the equivalence class, whereas a circle means that there are at least two
MAGs in the equivalence class where the edge mark is at least once an arrowhead and otherwise
a tail. Bidirected edges X; <> X ; represent latent confounding and mean that neither X; is a cause
of X ; nor X is a cause of X;; see Zhang (2008a) for more information on the interpretation of
MAGs and PAGs.

All of these different graphs share two interpretations:

(a) every missing edge corresponds to a conditional independence relationship, and
(b) only the edge X; — X ; uniquely implies that X; is a cause of X; and that X ; is not a cause
of Xi.

2.2. Causal discovery from observational data
Numerous causal discovery algorithms exist aiming at estimating the causal structure of the
underlying data-generating mechanism (Maathuis and Nandy, 2016; Kalisch and Bithimann,
2014; Spirtes and Zhang, 2018). In this paper, we focus on two constraint-based and one score-
based algorithms which we briefly introduce here.
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2.2.1. Constraint-based algorithms
Constraint-based methods for causal discovery first establish conditional independences from
the data and then construct a causal structure that agrees with these conditional independence
constraints. The main idea behind this approach is that if two variables X; and X ; are not ad-
jacent in the underlying causal DAG, i.e. neither X is a direct cause of X ; nor vice versa, then
they must be conditionally independent given some subset of the remaining variables. Causal
discovery turns this around and looks for conditional independences to infer separations, relying
on the faithfulness assumption. As mentioned above, conditional independence information,
alone, only allows us to infer Markov equivalence classes of causal graphs (CPDAGs or PAGs)
which may still be useful and allow novel insights into the underlying causal structure. More
specifically, constraint-based methods employ a series of conditional independence tests as their
starting point. Although in principle this could be an infeasibly large number of tests, one for
each pair of variables and every possible separating set, in practice we find that either if the num-
ber of variables is not too large, or if the graph is sparse (Kalisch and Bithlmann, 2007), then
the algorithms still terminate in acceptable time. This is because constraint-based algorithms
start by considering small separating sets and for moderately sparse graphs it is likely that they
can terminate before considering larger separating sets. When, as in our case, all variables are
continuous, it is common to test for zero partial correlations. Such a test implies conditional
independence under a joint multivariate Gaussian distribution of the random variables but is in-
formative in its own right as testing for absence of linear dependences (Cox and Wermuth, 1996).
In Section 2.3, we extend a partial correlation test to account for multiply imputed data
and show how this can be incorporated into constraint-based causal discovery algorithms. In
particular, we combined PC stable and fast causal inference (FCI) stable search with multiple
imputation and applied these to our data.

2.2.2.  PC stable algorithm

The PC algorithm (Spirtes et al., 2000) is the most prominent algorithm for causal discovery
from observational data. Under the assumptions that the probability distribution is faithful to
a DAG and under causal sufficiency (no latent confounding) it recovers the true CPDAG when
provided with the correct conditional independence constraints. In practice, however, statistical
tests make mistakes which lead to various problems for the PC algorithm. Under certain dis-
tributional assumptions, e.g. multivariate Gaussianity, it can be shown that the PC algorithm
still consistently selects the true CPDAG (Kalisch and Biihimann, 2007; Maathuis and Nandy,
2016), whereas uniform consistency is problematic (Robins et al., 2003). For finite samples, the
result of the original algorithm can depend on the order in which the variables are entered, but
this can be modified to be order independent (Colombo and Maathuis, 2014). Here, we shall
use the fully order-independent version and call it the PC stable algorithm. The PC algorithm
follows three main steps that are reviewed in more detail in Kalisch and Bithlmann (2014).

Step 1: the skeleton of the DAG is estimated by performing a series of conditional indepen-
dence tests for each pair of variables.

Step 2: some edge directions can then be determined by identifying v-structures from the
skeleton and the conditional independences.

Step 3: further edge directions can be determined logically based on the partially directed
graph from step 2, as no additional v-structures or cycles are allowed.

2.2.3.  Fast causal inference stable algorithm
Relaxing the assumption of causal sufficiency, the FCI algorithm (Spirtes ez al., 2000) allows



Causal Discovery of Gene Regulation ~ 1753

causal discovery with latent variables. Although this is often more realistic, it comes at the price
of a typically much more difficult to interpret and vague result. Given correct conditional in-
dependence information, the FCI algorithm recovers the true PAG under the assumption that
the observed probability distribution is faithful to a DAG containing the observed as well as
unobserved variables. Consistency can be shown in high dimensional settings (Colombo ef al.,
2012). In practice, problems similar to those for the PC algorithm occur. The FCI stable algo-
rithm is again modified so as to be fully order independent (Colombo and Maathuis, 2014).
The FCI algorithm proceeds as follows (see for example Kalisch and Biihlmann (2014) for more
details).

Steps 1 and 2 are analogous to those of the PC algorithm.

Step 3: update the skeleton after computing so-called possible D-SEP sets (Spirtes et al., 2000;
Colombo et al., 2012) and test edges in the initial skeleton for conditional independence given
subsets of possible D-SEP sets. This might lead to edge removals in the skeleton and extensions
of separating sets.

Step 4: renew determination of v-structures.

Step 5: apply Zhang’s 10 orientation rules (Zhang, 2008b).

2.2.4. Score-based algorithms

Score-based causal discovery algorithms assign a score to each candidate DAG and aim at find-
ing the DAG with the optimal score. The score function is usually chosen to be score equivalent,
so that the same score is assigned to DAGs of the same Markov equivalence class. Typically, the
score is likelihood based with some penalty for complexity of the graph, for instance the Bayesian
information criterion (BIC) (Chickering, 1995). Hence, score-based algorithms require the full
specification of a likelihood, whereas constraint-based algorithms rely only on suitable statisti-
cal tests for conditional independence. Most score-based approaches assume causal sufficiency
as it is computationally expensive to search among models that allow for latent confounding.
Generally, the main difficulty for score-based algorithms is to ensure that the search space is vis-
ited in a manner ensuring that, ideally, the global optimum is found. Greedy equivalence search
ensures that a global optimum is found (Chickering, 2002), but other greedy search strategies
can perform better in practice (Gillispie and Perlman, 2002).

In case of incomplete data, score-based algorithms lend themselves to be combined with the
EM algorithm as they both rely on the likelihood. However, under general incomplete-data
patterns the likelihood does not factorize in the same way as for complete data so brute force
combination of EM and greedy search would be computationally very expensive as it cannot
be carried out locally. In our application, we compared our multiple-imputation approach for
constraint-based causal discovery with a suggestion of Friedman (1997) for combining greedy
search algorithms with the EM algorithm as implemented in bnlearn (Scutari, 2010) which
we call the structural EM (SEM) algorithm. The key idea, here, is that the most plausible graph
is determined within each iteration of the EM algorithm, i.e. only for the current values of the
parameters. The practical efficiency of the SEM algorithm has been demonstrated empirically
in a variety of settings (Friedman, 1997).

2.3. Multiple imputation for constraint-based causal discovery

Multiple imputation is a widely used flexible technique for handling missing values. It creates
M > 1 complete data sets where missing values are filled in by plausible, typically model-based,
values. The imputation models can be motivated by a Bayesian approach or by fully conditional
specification of the joint distribution (van Buuren, 2018). Each of these M data sets is analysed
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separately by the standard complete-data statistical procedure and then the M results are pooled
into an overall estimate, and appropriate standard errors are calculated according to Rubin’s
rules (Rubin, 2004). Multiple imputation relies on the data being missing at random, i.e. which
observations are missing is independent of the actual missing values given the observed data
(Little and Rubin, 2002). The plausibility of the missingness at random (MAR) assumption can
be improved by including suitable predictors in the imputation model, especially also predictors
that are not used in the analysis model. We discuss this in the context of our application in
Section 3.1.

Multiple imputation and Rubin’s rules, as described above, are designed for parameter es-
timation. Our aim, here, is causal discovery, and the basis of constraint-based algorithms is
not parameter estimates but a series of conditional independence tests. Instead of a reliable
pooled estimated parameter value we wish to construct a reliable pooled test decision for each
conditional independence test required by the chosen causal discovery algorithm.

The key procedure that we propose is as follows.

Step 1: apply multiple imputation as usual and appropriate to create M data sets.

Step 2: on each of the M data sets compute the desired test statistics for testing independences
of variables X; and X; given a variable set S; as required by the chosen constraint-based
algorithm.

Step 3: combine the M test statistics by using Rubin’s rules and input the resulting pooled test
decision into the next steps of the chosen constraint-based algorithm.

Below, we illustrate this procedure with the special case of a test for zero partial correlation.
This is the standard conditional independence test that is used by constraint-based algorithms
when a multivariate Gaussian distribution seems appropriate for the data at hand. The procedure
was then combined with the PC stable and FCI stable algorithms when applied to our data on
the p53 pathway.

2.3.1.  Partial correlation and Fisher’s z-transformation

Let {Xj,...,X,} € R? be random variables corresponding to the vertices in V. The partial
correlation coefficient between two variables X; and X ; given the subvector Xg, = (Xg,, ..., Xg),
Si={ki1,....ki} CV\{i, j}, is the correlation between X; and X; that remains after adjusting
for the linear effects of X,. Letting Z=(X;, X j)T, the partial covariance matrix is derived from
the partitioned covariance matrix

Z Yzz Xz.Xg
cov = ’ St
( Xs, ) < EXS,,Z ZXS,,XSZ

—1
27)Xs, =222~ V2.X5, XX, X, X5

by using the decomposition

1L

The pairwise partial correlation of X; and X ; given X, obtains as

pijis = gij|S;
1 -, >
M J@insojjis)
where ojjs; are elements of the 2 x 2 partial covariance matrix Xzx;, = {05 }-
Under the assumption that the random vector (X;, X, X¢,,..., X k,)T follows a multivariate

Gaussian distribution, p; j5, =0if and only if X; and X ; are conditionally independent given Xg,.
This is used to determine the presence or absence of a potential edge in G. Although the empirical
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partial correlation coefficient p; 5, would be an obvious test statistic, it has the drawback that it
is not normally distributed under the null hypothesis (Hotelling, 1953). Fisher (1924) suggested
transforming the partial correlation coefficient into the z-statistic

Zijls =7 In{ ———— |, €]
ij1S; 2 (1_05./’5‘,

which is approximately normally distributed with variance 1/(n —I — 3), where n is the sample
size and [ =|S;|. Under the null its asymptotic distribution has mean 0.

2.3.2.  Fisher’s z-test with multiple imputation
To test for zero partial correlation by using multiple imputation we follow the suggestion by
D’Angelo et al. (2012). For each of the M data sets obtained by multiple imputation, we compute
Fisher’s z-transformations ZE}T)S,a m=1,...,M, and its variance with equation (1). These M
coefficients and their variances are then combined into one multiple-imputation inference by
using Rubin’s rules as follows.

Let zg% be the z-transformation of the partial correlation for the mth imputed data set
testing the conditional independence between variables X; and X ; given a variable subset Xg,.
The pooled test statistic is the average of the M individual statistics

LMo
ey leij\Sf
m=

The total variance estimator

_ 1
Vijis; = Wijis; + (1 + M) Bijis

is a weighted sum of the within variance W; jls;» 1.e. the average of the complete-data sample
variances, and the variance B; 5, between the M completed data sets:

- IM ~ (m) lM 1 1
Wijlsl:ﬁmz_:lwijls’zﬁmzln—l—3=n—l—3
U m - 2
Bijis =1 Zl(Ziﬁs,—Ziﬂsz) :
m=

Finally, the conditional independence desired can now be tested with multiple-imputed data,
using the combined test statistic

__Zijls
VVis,
which, under the null, has a Student 7-distribution with v degrees of freedom. Commonly, a
Satterthwaite approximation (Little and Rubin (2002), page 87) is used to calculate v as

2

2

M W,"|S
y:(M—1)<1+“) )
M+1 Bilel

To implement the above approach in practice, we modified the relevant functions of the PC
and FCI stable algorithm included in the R package pcalg (Kalisch et al., 2012) to be used for
multiple-imputed data. In what follows, we shall refer to them as PC-MI and FCI-MI. Our R
functions can be downloaded from https://github.com/bips-hb/micd.
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2.4. Sensitivity analyses

In our investigation of the p53 pathway, we regard the PC-MI algorithm as a first step. We
considered the following additional analyses to assess the sensitivity towards the different as-
sumptions.

2.4.1. Relaxing causal sufficiency

The PC algorithm relies crucially on the assumption of causal sufficiency. This means that all
common causes of two or more measured variables must also be measured and taken into ac-
count. This is in many situations an unrealistic assumption; for instance in our application we
were aware that many more proteins and biomarkers are known to be relevant to the p53 path-
way than those five that were available for our analysis. Hence we use the FCI stable algorithm,
combined with the same multiple-imputation process, as an alternative. Note that, in the pres-
ence of latent variables, the MAR assumption is still sufficient for multiple imputation to rely
on measured variables only.

2.4.2.  Score-based search and expectation—maximization algorithm

Both PC and FCI algorithms are based on conditional independence tests. This approach can
be criticized: a statistical test can be wrong in both directions, i.e. include an edge where there
should be none or vice versa. Especially in situations of low power, erroneous decisions are
particularly detrimental for constraint-based search which relies on finding independences. If
errors are made early on during the algorithm this could have very adverse effects on the result.
A basic sensitivity analysis should therefore vary the nominal significance level that is used for
the test decision. Moreover, it is prudent to consider an alternative method that takes a very
different approach, such as a score-based algorithm. Relying on a likelihood-based score, such
an algorithm essentially evaluates the plausibility of the whole given DAG jointly instead of
one edge at a time; for example it can avoid conflicting edge orientations. Moreover, the score-
based approach enabled us to compare multiple imputation with a different way of handling
incomplete data: the SEM algorithm (Friedman, 1997).

2.4.3.  Testwise deletion and complete-case analysis

As multiple imputation is a computationally demanding method and relies on the correctness
of the imputation model, we compare our results with two simpler methods for dealing with
missing values: CC analysis (which is also known as listwise deletion) and testwise deletion
(TD) (which is also known as pairwise deletion or available case analysis). In CC analysis a case
including a missing value is entirely deleted from the data. TD omits only cases with missing
values in those variables required for the current conditional independence test when performing
the PC or FCI algorithm. Both methods are consistent under missingness completely at random
but not under MAR (van Buuren (2018), page 9). Very recently, Tu et al. (2019) have suggested
a correction to TD for constraint-based search so that it is valid under MAR extending the
results of Strobl et al. (2018), but to our knowledge this is not implemented in any R package,
yet. Both approaches are less efficient than multiple imputation as they do not use all the data,
though TD improves on CC analysis. However, in contrast with multiple imputation they do
not require any imputation models and they do not make use of external data. Strobl et al.
(2018) showed that TD for FCI outperforms CC analysis even under certain missingness not at
random mechanisms.

2.4.4. Assessing the uncertainty of selected graphs
Although it is common to indicate the uncertainty or variability of an estimate by computing



Causal Discovery of Gene Regulation 1757

standard errors or confidence intervals, it is not straightforward to quantify the uncertainty
when the estimated object is a graph. In our analysis, we followed the suggestions of Friedman
et al. (1999) and Pigeot et al. (2015) and used a non-parametric bootstrap analysis of the whole
selection process including multiple imputation within the bootstrap. This means that for each
of a number of bootstrap samples a graph or an equivalence class of graphs is estimated; if these
graphs are very similar we can say that the selection process is stable. Hence we need to assess the
similarity of graphs for which we use the measures based on the (structural) Hamming distance
(Hamming, 1950; Tsamardinos et al., 2006) and performance measures such as precision and
recall.

3. Application to the p53 signalling pathway

Our study aimed to investigate the causal relationships between HMGA?2 and four specific genes,
CDKN2A/p14, MDM?2, CDKNI1A/p21 and BAX, as part of the p53 pathway, by applying
causal discovery methods. As HMGAZ2 is exclusively expressed in tumour and embryonic tissues,
we analysed only HNSCC cases that were recruited in a multicentre study: ‘Alcohol related
cancers and genetic susceptibility in Europe’ (Lagiou et al., 2009).

3.1. The data

Tumour tissues (formalin fixed and paraffin embedded) from 208 patients with histologically
confirmed HNSCC were collected in Bremen between 2003 and 2005 (Friemel et al., 2016).
Tumour sites of the upper acrodigestive tract comprised the oral cavity, tonsils, pharynx and
larynx. Cases with in situ carcinoma and oesophageal cancer were not included. Information
about risk factors and covariates, including tobacco smoking and alcohol drinking, was assessed
through standardized computer-assisted personal interviews and diagnoses were confirmed by
histology. Tumour stage was classified according to the Union for International Cancer Control
(tumour—node-metastasis (TNM) stage [-1V). If one of the mandatory grading parameters
T (primary tumour), N (regional lymph nodes) and M (distant metastasis) was not reported,
tumour stage was unknown.

3.1.1.  Laboratory analyses

Ribonucleic acid (RNA) isolation from formalin-fixed and paraffin-embedded tissue samples
and complementary DNA synthesis of all five genes followed by relative quantification of tran-
scription levels by realtime polymerase chain reaction (PCR) assays were performed in triplicate
with a special primer for CDKN2A/pl4 as described by Markowski et al. (2011). The house
keeping gene HPRT served as endogenous normalizer for quantification of gene expression
levels (Markowski et al., 2010; Lallemant ez al., 2009). Gene expression values were base 2 log-
arithmically transformed and standardized with mean 0 and variance 1. Expression levels that
were more distant than three interquartile ranges from the upper or lower quartile were omitted
as outliers.

In a subset of cases (n = 187) HPV DNA was detected by using the primer system GP5+/6+
developed by de Roda Husman ez al. (1995) To prevent contamination the PCR Core Kit-
PLUS (Roche) was adapted to the PCR. HPV type-specific PCR and primers were used as
control to verify the results for HPV-16 (ATATAAGGGGTCGGTGGACCG and GCAATG-
TAGGTGTATCTCCATGC) and HPV-18 (AAGGATGCTGCACCGGCTGAA and CACG-
CACACGCTTGGCAGGTTT). P16 immunohistochemistry, expression analysis and scoring
were performed as described by D’Souza et al. (2016).
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Table 1. Clinical and pathological characteristics of HNSCC grouped by availability of genetic information+

Characteristic CGI (n=159) IGI (n=49) Total (n=208)
n % n % n %

Sex Female 24 15.1 10 20.4 34 16.3
Male 135 849 39 79.6 174 83.7
Age Mean (£SD) 58.2 8.6 58.5 9.2 58.3 8.7
Tumour site Oral cavity (C01-C06) 55 34.6 9 18.4 64 30.8
Tonsils (C09) 21 13.2 6 12.2 27 13.0
Pharynx (C10-C13) 38 23.9 19 38.8 57 27.4
Larynx (C32) 45 28.3 15 30.6 60 28.8
Union for International | 14 8.8 1 2.0 15 7.2
Cancer Control stage II 22 13.8 4 8.2 26 12.5
based on TNM 111 15 9.4 6 12.2 21 10.1
v 71 447 25 51.0 96 46.2
X (missing) 37 233 13 26.5 50 24.0
TNM classification T missing 13 8.2 2 4.1 15 7.2
N missing 29 18.2 6 12.2 35 16.8
M missing 61 38.4 14 28.6 75 36.1
Therapy Surgery 130 81.8 42 85.7 172 82.7
Chemotherapy 65 40.9 19 38.8 84 40.4
Radiotherapy 107 67.3 37 75.5 144 69.2
Hospital of tumour resection ~ North 38 23.9 17 34.7 55 26.4
Centre 1 31 19.5 8 16.3 39 18.8
Centre 2 90 56.6 24 49.0 114 54.8
HPV type 16/18 Negative 123 77.4 40 81.6 163 78.4
Positive 21 13.2 3 6.1 24 11.5
Missing 15 9.4 6 12.2 21 10.1
P16 status Negative 106 66.7 26 53.1 132 63.5
Positive 35 22.0 10 20.4 45 21.6
Missing 18 11.3 13 26.5 31 14.9
Smoking status Current 120 75.5 42 85.7 162 77.9
Never or former 39 24.5 7 14.3 46 22.1
Pack-years Median (MAD) 36.5 20.6 42 22.2 37.2 21.1
Missing 3 1.9 0 0 3 1.4
Alcoholic drinks per day Median (MAD) 1 1.2 1.6 2 1.2 1.3
Missing 3 1.9 0 0 3 1.4
Education < 10 years 106 66.7 39 79.6 145 69.7
>10 years 53 333 10 20.4 63 30.3

Missing gene expression data
CDKN2A/pl4 Missing — — 23 46.9 23 11.1
BAX Missing — — 5 10.2 5 2.4
HMGA2 Missing — — 7 14.3 7 34
MDM2 Missing — — 25 51.0 25 12.0
CDKNI1A/p21 Missing — — 7 14.3 7 34

TUnless otherwise stated, values are frequencies n and percentages. CGI,

complete gene information; IGI, incom-

plete gene information; TNM classification of malignant tumours: T describes the primary tumour, N the lymph
nodes involved and M the distant metastasis.

3.1.2.  Patients characteristics
208 HNSCC cases were included in the analysis (Table 1). The male—female ratio was 5:1, the
mean age was 58 years (£8.7 standard deviations (SDs)). 127 patients (61%) had localized
tumours (T1 or T2). Lymph node involvement (N1 or N2) was reported in 52% of the cases.
A subset of 24 of 187 patients with available test results for high-risk HPV 16/18 were positive.
P16 protein expression was detected in tumour tissues of 22% and was associated with PCR test
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results for high risk HPV 16/18 (x> =53.0; p <0.001). Subjects reported a median number of
pack-years of 37 (median absolute deviation MAD + 21) and 162 (78%) patients were classified
as current smokers. 114 (55%) patients reported that they consumed at least one alcoholic drink
per day.

Overall, 49 HNSCC cases (24%) had missing gene expression values for at least one gene. Gene
expression of CDKN2A/p14 and MDM2 were most frequently missing in 11% and 12% of all
patients respectively. No particular missingness pattern was observed between gene expression
values and other variables.

3.1.3.  Missing values

Missing gene expression values are generally caused by fragmented RNA in processed sam-
ples where longer amplification products are more likely to be affected. Fragmentation occurs
spontaneously in a way that possibly depends on how the sample was processed after surgical
tumour resection, but it is thought not to be related to the expression itself. This suggests that
the missingness is likely to be completely at random; but to be on the safe side we assume MAR
given the following variables that are always observed: hospital, age, sex, tumour site, received
therapies (surgery, chemotherapy or radiotherapy), smoking status, education time, survival
time (in months) and censoring status, as well as the observed values of the remaining variables:
the other gene expressions, TNM classification, HPV status, p16 status, pack-years of tobacco
smoking and alcoholic drink consumption per day.

3.2. Specification of statistical methods

3.2.1.  Multiple imputation

With the justification given above, we assume that the unobserved data are missing at random
given the named variables so that these are used as predictors in the imputation models. As impu-
tation approach we applied a fully conditional specification for multiple imputation via chained
equations as implemented in the algorithm MICE (van Buuren and Groothuis-Oudshoorn,
2011). MICE imputes data variable by variable by specifying a scale-specific imputation model
for each variable. Missing values were imputed M = 100 times.

3.2.2.  Causal discovery algorithms
We applied PC-MI so that it produced a fully order-independent output and FCI-MI so that
conflicting edge orientations were resolved by majority rule (Colombo and Maathuis, 2014)
as implemented in the R package pcalg (Kalisch et al, 2012). For both constraint-based
algorithms we used a nominal significance level of 5% for each conditional independence test.
This value is typically treated as a tuning parameter that regulates the edge density, where
smaller a-values lead to sparser graphs. In our sensitivity analysis we also used the alternative
a-values 1% and 10% (see Appendix A). Our R functions combining constraint-based search
with multiple imputation can be obtained from https://github.com/bips-hb/micd.
The score-based algorithm optimized the BIC assuming a multivariate Gaussian distribu-
tion. In our analysis, we used the metaheuristic tabu search as implemented in the R package
bnlearn (Scutari, 2010). This is a variant of hill climbing that uses an adaptive memory to
avoid becoming stuck in local optima by carrying on the search after a local optimum has been
reached, imposing some tabu on previous solutions (Glover et al., 2007; Scutari et al., 2019). As
the output is a DAG we convert it into the corresponding CPDAG, representing the equivalence
class, for fair comparison with the outputs of the constraint-based algorithms.



1760 R. Foraita et al.

3.2.3.  Bootstrap
Robustness of the selected graphs was assessed by using 200 non-parametric bootstrap replica-
tions. In each bootstrap replication, M = 100 data sets were imputed.

Average Hamming and structural Hamming distances were computed as measures of ro-
bustness of the originally selected graph or equivalence class. The Hamming distance counts
the number of different edges between two skeletons, whereas the structural Hamming distance
counts the number of edge insertions, deletions and flips required to move from one graph to the
other. Thus, large values indicate dissimilarity whereas small values indicate similarity of two
graphs. Moreover, we compared the bootstrapped graph structures also by recall, precision and
false positive rate measures where the original graph was used as truth. For this, we transformed
the FCI output into a CPDAG by reducing o— into — and o—o into —.

4. Results

First we report the result that was obtained by the constraint-based algorithm. Subsequently
we compare this with the alternative approaches and present our sensitivity analyses. In this
section we interpret the graphs in terms only of direct or indirect associations found, whereas
in Section 5 we discuss the causal interpretation.

Because of the small size of the HPV positive subsample (n = 24), the results of our subanalysis
must be interpreted with caution. These are reported for completeness in Appendix A.

4.1. Constraint-based algorithms
The CPDAG that was obtained by PC-MI is given in Fig. 1(a) and the PAG that was obtained by
FCI-MlI in Fig. 1(b). The two methods necessarily yield the same skeleton, i.e. they find the same
non-edges, but they can differ on the type of edges as they do here. The graphs are connected
and they show five conditional independences indicating absences of direct associations. We
note that the PC-MI result is in fact not a CPDAG as this would require some v-structures to
support the oriented edges towards HMGA?2 and MDM2. The reason is that the algorithm
wants v-structures at both nodes, the HMGA2 node and the MDM?2 node; hence it cannot
orient the edge between HMGA2 and MDM?2 without conflict. The FCI-MI algorithm can
resolve this conflict by assuming a latent node affecting both HMGA2 and MDM2.

Specifically with regard to the role of HMGA2, this is found to be conditionally independent of
BAX and CDKN2A/p14 given CDKN1A/p21,i.e. there is no evidence for a direct association or
causal link with these. According to PC-MI, MDM2 and CDKN1A/p21 have direct associations
with HMGAZ2. The additional information that is obtained with FC-MI is that the empirical
partial association structure can be explained by assuming a latent variable between HMGA2
and MDM2. Both approaches agree on arrowheads at MDM?2 from BAX and at HMGA2
from p21; among others this indicates that HMGA2 and BAX were found to be conditionally
independent given CDKN1A/p21, but not when also conditioning on MDM?2, and by symmetry
for p21 and MDM2 given BAX and HMGAZ2.

All partial correlations between pairs of variables given a separating set of the other variables
are shown in Table 2. Here we find, for instance, that the partial correlation between HMGA2
and MDM2 is p=—0.223.

4.2. Alternative analyses
The DAG that was obtained by the SEM is shown in Fig. 1(c). The skeleton is similar to that of
PCand FCI, but with one more edge from CDKN2A/p14to HMGAZ2 creating a v-structure. The
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Selected graphs of 208 HNSCC tumours including HMGAZ2 (PC stable for CC analysis is based on

N =159; for PC stable, PC-MI and FCI-MI, o= 0.05; see Section 2.1.2 for interpretation of the various edge
types): (a) PC-MI; (b) FCI-MI; (c) SEM; (d) PC stable (CC and TD)

additional edge seems supported by the partial correlation of p=—0.218 between CDKN2A/p14
and HMGAZ2. A further v-structure results at MDM?2. The graph in Fig. 1(d) shows the result
from applying PC stable to the CCs only and with TD. We see that in this case the results are the
same as for PC-MI. The result for the subsample of HPV positive patients in Fig. 2 shows quite
a different association structure, where MDM?2 is marginally independent of all other nodes,
for instance.

4.3. Stability of results

Note that the CC analysis results in one fewer edge when a=0.01 and one more when a=0.1.
The TD analysis finds the same additional edge when a=0.1 but selects the same graphs as
found by PC-MI and FCI-MI when a.=0.01. Overall, these results do not suggest a serious bias
in the CC analysis, but in this data example exploiting more data by using multiple imputation
appears slightly more stable.
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Table 2. Correlations and partial correlations between two genes adjusted for all relevant other genes as in

the original graph¥

Gene pair Conditioned on Partial correlation Correlation
CDKNI1AIp21, BAX CDKN2A/pl4 0.418 0.480
CDKN2Alpi4, BAX CDKNI1A/p21 0.320 0.403
HMGA2, CDKN1AIp21 CDKN2A/pl4, BAX 0.293 0.269
MDM?2, BAX CDKN2A/pl4, CDKNI1A/p21 0.256 0.315
HMGA2, MDM2 CDKN2A/pl4, BAX, CDKN1A/p21 —0.223 —0.208
HMGA2, CDKN2A/pl4 BAX, CDKNI1A/p21 —0.218 —0.135
MDM2, CDKN2A/p14 BAX, CDKNI1A/p21 0.114 0.221
CDKNI1A/p21, CDKN2A/pl4 BAX 0.107 0.279
MDM2, CDKNI1A/p21 CDKN2A/pl4, BAX —0.063 0.109
HMGA2, BAX CDKNI1A/pl4, CDKN1A/p21 0.007 0.074

tEdges selected by PC-MI or FCI-MI are marked in italics.

HMGA2 MDM2
) O
CDKN1A/p21
o ®
BAX
©
CDKN2A/p14

Fig.2. Selected CPDAG for HPV positive patients (n =24): all algorithms selected the same CPDAG (PC-MI

and FCI-MI; a = 10%)

Table 3. Hamming and structural Hamming distances for bootstrapped graphst

Algorithm Hamming distance Structural Hamming distance
Mean  SD Median  IQR  Mean  SD Median  IQOR
PC-MI 1.11 1.10 1 2 3.13 1.66 3 3
FCI-MI 1.15 1.09 1 2 3.80 1.67 4 2
SEM 0.98 1.08 1 2 3.23 2.27 4 5

+Smaller values are better. IQR, interquartile range; PC-MI and FCI-MI with o =0.05.

The bootstrap analysis showed for all three algorithms similar Hamming distances with about
one edge deviation between two selected skeletons in the median (Table 3). The structural
Hamming distances were also comparable between approaches (see Table 3). Fig. 3 shows the
boxplots of the performance measures (recall, false positive rate and precision); the constraint-

based algorithms slightly outperform the score-based SEM regarding stability.



Causal Discovery of Gene Regulation 1763

(@) (b) (©

Fig. 3. (a) Recall, (b) precision and (c) false positive rate boxplots of the bootstrapped graphs for each
causal discovery algorithm (PC-MI and FCI-MI; o = 5%)
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Table4. Relative frequencies of edges between two genes being presentin the graphs
obtained from 200 non-parametric bootstrap samples for PC-MI/FCI-MI/SEM+

Gene CDKN2Alpl4 BAX HMGA2  MDM2  CDKNIAlp21
CDKN2A/pl4 — 77185163 20/18 /41 8/9/6 26/32/20
BAX 88194187 — 0/0/0 85186181 89186178
HMGA2 24 /22126 0/0/1 — 78172172 86/92/48
MDM2 8/10/8 48/78/32  69/64/28 — 0/0/1
CDKNI1A/p21 6/32/14 88196178 94194166 0/0/0 —

TEdge directions are read from row to column. Entries in italics indicate those edges selected
in the original graphs. PC-MI and FCI-MI with a=0.05. PC-MI and SEM: an edge from
for example MDM2 to HMGA?2 was counted if either MDM2 — or — HMGA?2 was
selected (69%, 28%); FCI-MI with an edge from for example MDM2 to HMGA?2 was
counted if MDM2 —, —o or <o HMGAZ2 was selected (64%).
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Table 4 enables us to assess the stability of individual (non-)edges. Generally we see again a
little more variability for the score-based algorithm than for the constraint-based algorithms.
The absence of edges between MDM2 and CDKN1A/p21 as well as between HMGA2 and
BAX were very stable as these are never selected, whereas the absence of an edge between
MDM?2 and CDKN2A/p14 was a little less but still quite stable. The most stable edges were
between CDKN1A/p21 and BAX and from BAX to MDM2; further, although the edge from
CDKNI1A/p21 to HMGA?2 was quite stable, the reverse direction occurred almost with equal
frequency, so we cannot be very confident in the orientation of this edge. Clearly there was also
some uncertainty around the edge between HMGA2 and MDM2, both regarding its orientation
as well as (but to a lesser extent) its presence.

5. Discussion

5.1. Causal interpretation of results

As set out in Section 2.2, under additional assumptions the outputs of the various algorithms
can be given a causal interpretation. Under causal sufficiency, the result of the PC algorithm
suggested that there is evidence that CDKN1A/p21 is a direct cause of HMGA?2 whereas BAX
is a direct cause of MDM2; but the causal direction between HMGA2 and MDM2, or between
the other pairs linked by undirected edges, could not be decided. The result also suggested that
BAX and CDKN2A/p14 have no direct causal effect on HMGAZ2, but the data were compatible
with indirect causal effects; similarly, CDKN1A/p21 and CDKN2A/p14 had no direct causal
effect on MDM2, but there could again be indirect causal effects.

Although the results of PC-MI are interesting, the assumption of causal sufficiency is not
plausible in our analysis: there are more than 70 proteins binding to p53 (Inoue et al., 2016) and
unobserved genes and biomarkers known to be relevant to the p53 pathway. Hence, for a more
realistic causal interpretation, we should focus on the FCI-MI result. This interpretation is quite
different: relaxing the assumption of causal sufficiency leads in this example to the result that
all direct associations (edges) that are detected by PC-MI could be due to latent confounding.
Two aspects were still interesting and relevant.

(a) The FCI output suggested that HMGAZ2 is not causal for CDKN1A/p21, but, vice versa,
the latter could be causal for HMGA2. However, as mentioned earlier, the bootstrap
results (Table 6 in Appendix A.1) suggested that the direction of this particular edge
was very unstable. This finding, the direct association with a causal relationship between
HMGAZ2 and p21, was consistent with prior research: Narita ez al. (2006) suggested that
HMGA proteins contribute to a stable state of the cell known as senescence induced
by prosenescence signals. Increased gene expression values of the molecular senescence
marker p21 might be such a signal.

(b) Because of the absence of any outgoing edges from HMGA2, no DAG in the equivalence
class is compatible with HMGA?2 being causal for any of the other gene expressions. This
means, that, on the basis of our analysis, we see no clear support for the hypothesis that
HMGAZ2 is itself a key regulator gene in the p53 pathway and that it would be useful as
a therapeutic target.

5.2. Human papilloma-virus positive subsample analysis

According to our subsample analysis, the gene regulatory network had a different shape for
HPYV positive HNSCC (see Fig. 2). Here, HGMAZ2 had a direct association with BAX. As
BAX is a proapoptic protein involved in the programmed self-destruction of cells with damaged
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DNA, this is compatible with prior research: Shi er al. (2015) demonstrated that HMGA?2
could induce apoptosis in primary human cells. Hence, our results were consistent with prior
research on how the regulatory structure differs for HPV positive HNSCC. Because of the
small subsample size, these results can only be indicative and need to be confirmed in larger
studies.

5.3. Strengths and limitations of application

Our application of causal discovery to the HNSCC data relied on a representative, clinically
and epidemiologically very well-characterized patients’ collective. The tumour-tissue-based gene
expression values were analysed by using established laboratory analysis methods. The sample
size was substantial compared with other studies focusing on HMGA?2 in human cancer (Huang
et al.,2018). Given the sample size and the low number of genes included, it is not surprising that
the results that we obtained were reasonably stable across different methods, as well as regarding
the choices of tuning parameters and with a view to variability assessed by the non-parametric
bootstrap.

However, the limited number of investigated genes of the p53 signalling pathway and miss-
ing information on TP53 mutation status also constitute a drawback of the study. Although
the FCI algorithm allows for latent variables, our results illustrate the price for greater gener-
ality when relaxing the causal sufficiency assumption: all of the direct associations that were
found could be due to unobserved confounding. Hence, as is to be expected, the output of
an FCI algorithm will typically be much more vague than when causal sufficiency can be
assumed.

In view of the above limitations it is interesting to investigate the replicability of our results
on a different data set with a more extensive gene set constituting the p53 pathway. We therefore
carried out additional analyses with data on 73 genes obtained from The Genome Atlas of Cancer
Head-Neck Squamous Cell Carcinoma (Cancer Genome Atlas Network (2015); see Appendix
A.3). The results did not clearly support nor contradict our primary analysis. Importantly,
HMGA?2 was again not found to be causal for any of the other four gene expressions and
in the extended gene set it was causal only for THBS1. Even in the extended gene set, the
FCI algorithm found many associations to be due to latent confounding (50 of 167 edges were
bidirected). However, the results based on the data of the Cancer Genome Atlas Network (2015)
should be taken with a pinch of salt: these data contain no missing values and are probably
CCs only with incomplete cases omitted; moreover, as far as we can tell from the available
documentation, there are major differences in the study design and measurement methods. It is
unclear whether the gene expression dependence structure can be expected to be stable across
such differences between data sets. A more fundamental question may be the suitability of causal
discovery for dynamic gene regulatory processes. All causal discovery methods implicitly rely on
the assumption that the causal structure can be appropriately represented by a DAG (Dawid,
2010). This may, for instance, not be so if the measurements taken are only a snapshot of a
time-varying system especially if it also exhibits feedback (Aalen et al., 2016). Gene regulation
is such a dynamic process; hence it might be more appropriate to use longitudinal data and
methods that are suitable for dynamic networks (Husmeier, 2006). Such data are currently not
available for the p53 pathway and HNSCC patients.

5.4. Strengths and limitations of methods
We have proposed and applied a first suggestion for combining multiple imputation with
constraint-based causal discovery. The key idea was to pool the conditional independence test
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across the imputed data sets. In the application we found that our procedure gave plausible and
stable results across our sensitivity analyses. These were in fact slightly more stable than for the
score-based approach using the EM algorithm. The method is straightforward to implement
(see R package micd; https://github.com/bips-hb/micd).

However, the current implementations of PC-MI and FCI-MI can handle only continuous
variables, but the principle is entirely general and the software will be extended in future work.
SEMs, as implemented in bnlearn, can be applied to mixed discrete and continuous variables.
Regarding the handling of missing data, PC-MI and FCI-MI are more flexible than SEMs as
they allow for very general imputation models. In particular, we found it useful that additional
variables to those representing the nodes in the graph could be included in the imputation
models, strengthening the plausibility of MAR, e.g. hospital or tumour stage. This is not possible
with CC and TD analysis, or with the SEM algorithm. If MAR is violated, the graphs selected
may be very different and the causal conclusions are then likely to be wrong. Recent advances
address causal discovery with missing data (Mohan et al., 2013), especially in combination with
TD under missingness not at random (Strobl ez al., 2018; Tu et al., 2019). An advantage of using
multiple imputation over TD, if MAR holds, is that all the data are used.

Given that the combination of constraint-based algorithms with multiple imputation presents
a very promising and flexible approach to causal discovery with incomplete data, future work
should establish formal properties, e.g. general conditions on the imputation models and test
procedures ensuring consistent estimation of the causal structure.
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Appendix A

A.1. Sensitivity analyses

In sensitivity analyses we applied PC-MI and FCI-MI with a-values 1% and 10%. The selected graphs are
presented in Fig. 4, (structural) Hamming distances are shown in Table 5, edge stabilities in Table 6 and
boxplots of the classification measures recall, false positive rate and precision in Fig. 5.

A.2. Human papilloma-virus positive subgroup analysis
It is well known that HPV-induced HNSCC tumours have pervasive distinct differences compared with
HPV negative HNSCC. We therefore also investigated the graph structure in the subgroup of n =24 patients
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Fig.4. Selected graphs for 208 HNSCC tumours including HMGAZ2 (PC stable (CC) is based on CC analysis
(N =159); see Section 2.1.2 for an interpretation of different edge types): (a) PC-MI, a = 1%; (b) PC-MI,
a=10%,; (c) FCI-MI, o =1%,; (d) FCI-MI, a = 10%; (e) PC-stable (CC), a = 1%; (f) PC-stable (CC), a« = 10%;
(9) FCl-stable (TD), a =1%,; (h) FCl-stable (TD), a =10%
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being positive for HPV-16 or HPV-18 subtypes. Because of this small sample size, we considered only the
nominal significance level of « to 10%. Most HPV positive patients have overexpressed CDKN2A/p14
values (87.5%).

Fig. 2 shows the graph structure that was found by both PCI-MI and FCI-MI. All discovery algorithms
selected the same undirected graph, which allows no causal interpretation other than that MDM2 ap-
pears to be non-causal for any of the other genes. The HPV positive graph shares only the edge between
CDKNI1A/p21 and BAX with the graphs in Fig. 1 and includes the additional edge between HMGA?2 and
BAX. Table 7 shows the stability of individual (non-)edges.

A.3. The Cancer Genome Atlas
We compared our results with external data by analysing the publicly available transcriptome profiling
data of HNSCC patients provided by The Cancer Genome Atlas Head-Neck Squamous Cell Carcinoma
(Cancer Genome Atlas Network, 2015) and downloaded with the R package TCGAbiolinks (Colaprico
etal., 2016).

The gene expression values are generated counts of the reads mapped to each gene from an RNA
sequencing alignment and normalized by fragments per kilobase of transcript per million mapped reads

Table 5. Hamming and structural Hamming distances for bootstrapped graphst

Algorithm o (%) Hamming distance Structural Hamming distance

Mean  SD  Median IQR Mean SD  Median IQR

PC-MI 1 1.32 1.00 1 1 256 1.28 2 1
10 .22 097 1 .75 359  1.65 4 3
FCI-MI 1 1.28 1.10 1 2 274  1.50 2 2
10 1.17  0.90 1 1 4.08 1.69 4 2
SEM — 0.98 1.08 1 2 323 227 4 5

+Smaller values are better. IQR, interquartile range; «, significance value.

Table 6. Relative frequencies of edges between two genes being present in the graphs obtained
from 200 non-parametric bootstrap samples for PC-MI/FCI-MI/SEM¥

Gene a (%) Results for the following genes:

CDKN2Alpl4 BAX HMGA2 MDM2  CDKNIAlp21

CDKN2A/pl4 1 — 78182130 10/11/41 6/5/4 9/12/18
10 — 65184163 26/26/41 14/9/6 34/40/20
BAX 1 84183169 — 0/0/0 68174174 97194155
10 88196187 — 0/0/0 96/91/81 82176178
HMGA2 1 12/10/24 0/0/1 — 46152166 78188135
10 38/34/26 0/0/1 — 94181172 83192/48
MDM2 1 6/6/6 48/72/22  40/52/24 — 0/0/1
10 14/14/8 5875132 82/71/28 — 0/0/1
CDKNI1A/p21 1 4/12/14 961100145 86188162 0/0/0
10 14/40/14 86195178 92194166 0/0/0

tEdge directions are read from row to column. Entries in italics indicate those edges selected in
the original graphs. PC-MI (1%), SEM, an edge from HMGA2 to MDM2 was counted if either
HMGA2 — or — MDM2 was selected (43%, 72%); FCI-MI (1%), an edge from for example HMGA?2
to MDM2 was counted if HMGA2 —, —o or <o MDM2 (48%) was selected; , significance value.
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Fig. 5. (a) Recall, (b) precision and (c) false positive rate boxplots of the bootstrapped graphs for each
causal discovery algorithm (PC-MI, FCI-MI; a = 1%, 10%)

calculation; seehttps://docs.gdc.cancer.gov/Data/Bioinformatics_Pipelines/Expre
ssion mRNA Pipeline). The original data set contains N = 546 cases of which we included only Cau-
casians with the same diagnoses as in our study data. This resulted in N =392 observations. The data of
the Cancer Genome Atlas Network (2015) differ in three important ways from our study.

First, the Cancer Genome Atlas Network (2015) uses an untargeted RNA sequencing strategy and
quantified messenger RNA by HT-Seq raw read counts whereas in our study realtime quantitative PCR
with specially designed primers for the selected genes were applied which allow detecting precise upregu-
lation and dynamic range of targeted genes. Second, gene CDKN2A encodes two different proteins, p16
and pl4ARF. In the data of the Cancer Genome Atlas Network (2015) alternative splice products cannot
be distinguished whereas in our study only the alternative reading frame pl4ARF was measured by us-
ing a special primer. Third, the Genomic Data Commons Data Portal provides only cases with complete
data and therefore the data cannot serve as an application for our proposed multiple-imputation method.
Both data sets are hence not concordant and might not be comparable regarding the biological research
question.
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Table 7. Relative frequencies of edges between two genes being present in the
graphs obtained from 200 non-parametric bootstrap samples for PC-MI/FCI-MI/SEM
in the subgroup of HPV positive patientst

Gene Results for the following genes:

CDKN2Alpl4 BAX HMGA2 MDM2 CDKNIAlp21

CDKN2A/pl4 — 17/21/22 14/6/16 10/11/9 77188164
BAX 16/21/17 — 55157158 1/1/4 53147164
HMGA2 16/6/17 55157167 — 3/3/6 13/14/20
MDM2 12/11/40 1/1/8 4/3/11 — 1/1/5

CDKNI1A/p21 80188177 51147166 14/14/21 1/1/0 —

tEdge directions are read from row to column; for example an edge from HMGA?2 to
MDM2 was counted if PC-MI or the SEM selected HMGA2 — or — MDM2 (2%, 6%);
if FCI-MI selected HMGA2 —, —o or <o MDM2 (3%). Entries in italics indicate those
edges selected in the original graphs. PC-MI and FCI-MI; a = 10%.

HMGA2 MDM2

) O—————————— |
CDKN1A \/2le

CDKN2A
Fig. 6. Selected graph by using a subset of the TCGA data (N = 392) applying FCI stable (« =5%)

Table 8. Relative frequencies of edges between two genes being present in the graphs based on the subset
of the five genes (5g)/genes included in the p53 pathway (p53) obtained from 200 non-parametric bootstrap
samplest

Gene Results for the following genes:

CDKN24, 5glp53  BAX, 5glp53 ~ HMGA?2, 5glp53 ~ MDM2, 5glp53 ~ CDKNIA, 5glp53

CDKN2A 0/0 100/5 74/0 96.5/1.5 0.5/0
BAX 96.5/7.5 0/0 0/0 0.5/0 11/0
HMGA2 74/0 0/0 0/0 4717 9.5/0
MDM2 9711 0.5/0 4717 0/0 7.5/0.5
CDKNIA 0.5/0 11/0 9.5/0 7.5/0.5 0/0

+FCI was used for model selection (a = 5%). Edge directions are read from row to column. Entries in italics
indicate those edges selected in the original graphs. An edge from for example HMGA2 to MDMD?2 was counted
if HMGA2 —, —o or <o MDM2 was selected (47% and 7% respectively).
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Fig. 7. Selected graph of genes included in the p53 pathway for N =392 HNSCC tumours from the data
set of the Cancer Genome Atlas Network (2015) using PC stable (o = 5%); for readability, only the subgraph
of the five genes of interest and all 30 genes lying on the shortest path between them which are contained in
the p53 pathway are shown; the shortest paths to and from HGMAZ2 are highlighted; the gene expression of
HMGAZ is conditional independent of BAX, MDM2, CDKN1A and CDKN2A (marked in red) given the gene
expressions of SERPINE1 and THBS1 (marked in green)

We applied FCI stable as in Section 2 to perform causal discovery on the five genes HMGA2, MDM2,
BAX, CDKNIA and CDKN2A (Fig. 6) as well as on all 73 genes contained in the p53 pathway according
to the Kyoto Encyclopedia of Genes and Genomes (Ogata and Goto (2000); Fig. 7).

Fig. 6 suggests that all four edges could go either direction or be due to latent confounding so that
the presence and directions of any causal relationships cannot be determined. The graph structure agrees
on two adjacencies and three non-adjacencies but is otherwise different from Fig. 1. Here, CDKNI1A is
non-causal for HMGA2 and CDKN2A is the most central node in the graph on the basis of its con-
nectivity. This difference compared with our primary analysis could be a consequence of the different
splicing products. The graph on the extended gene set in Fig. 6 suggests that HMGA?2 has two impor-
tant neighbours: THBS1 and SERPINE]1 separating HMGAZ?2 from the other genes in the p53 pathway.



1772 R. Foraita et al.

As the only directed path from HMGA?2 is identical with the edge to THBS1, we find no clear sup-
port for a central causal role of HMGAZ2 in the p53 pathway. Moreover, the edge between HMGA?2 and
MDM?2 is subject to some uncertainty (47% in the bootstrap replications for the graph in Fig. 6; see
Table 8).
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