
www.oikosjournal.org

OIKOS

Oikos

Page 1 of 11

© 2022 The Authors. Oikos published by John Wiley & Sons Ltd on behalf of Nordic Society Oikos.
This is an open access article under the terms of the Creative Commons 
Attribution License, which permits use, distribution and reproduction in any 
medium, provided the original work is properly cited.

Subject Editor: Justin Travis 
Editor-in-Chief: Pedro Peres-Neto 
Accepted 17 November 2022

doi: 10.1111/oik.09616

00

1–11

2023: e09616
Global change has been predominantly studied from the prism of ‘how much’ rather 
than ‘how fast’ change occurs. Associated to this, there has been a focus on environmental 
drivers crossing a critical value and causing so-called regime shifts. This presupposes that 
the rate at which environmental conditions change is slow enough to allow the ecological 
entity to remain close to a stable attractor (e.g. an equilibrium). However, environmental 
change is occurring at unprecedented rates. Equivalently to the classical regime shifts, 
theory shows that a critical threshold in rates of change can exist, which can cause rate-
induced tipping (R-tipping). However, the potential implications of R-tipping in ecology 
remain understudied. We aim to facilitate the application of R-tipping theory in ecology 
with the objective of identifying which properties (e.g. level of organisation) increase sus-
ceptibility to rates of change. First, we clarify the fundamental difference between tipping 
caused by the magnitude as opposed to the rate of change crossing a threshold. Then 
we present examples of R-tipping from the ecological literature and seek the ecological 
properties related to higher sensitivity to rates of change. Specifically, we consider the 
role of the level of ecological organisation, spatial processes, eco-evolutionary dynamics 
and pair–wise interactions in mediating or buffering rate-induced transitions. Finally, we 
discuss how targeted experiments can investigate the mechanisms associated to increasing 
rates of change. Ultimately, we seek to highlight the need to better understand how rates 
of environmental change may induce ecological responses and to facilitate the systematic 
study of rates of environmental change in the context of current global change.
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Introduction

Anthropogenic drivers of global change (e.g. increasing mean 
temperatures, nitrogen enrichment, habitat loss and fragmen-
tation, alien species invasions) have significant effects at all 
levels of ecological organisation (Waters et al. 2016, IPBES 
2019). A lot of attention has been drawn to critical thresholds 
in the magnitude of these drivers causing catastrophic regime 
shifts (IPCC 2022). The rate of change itself, and specifi-
cally increasing rate of environmental change, constitutes an 
additional threat (Pershing et al. 2015, Spooner et al. 2018, 
Brito-Morales et al. 2020), because it restricts the ability of 
organisms, populations or communities (i.e. ecological enti-
ties) to respond (Williams et al. 2021). Unfortunately, studies 
on the effect of different rates of change of environmental 
drivers on population, community and ecosystem responses 
are largely lacking (Pinek et al. 2020).

Most commonly, the dependence of an ecological entity on 
an environmental factor (e.g. temperature, salinity) is quan-
tified via independent measurements along the gradient of 
this factor. Correspondingly, critical thresholds in the mag-
nitude of environmental change have been identified when 
the response variable (e.g. population) undergoes a drastic 
change (e.g. population collapse). Therein lies a major, and 
usually implicit, assumption: that the rate of transition from 
one environmental value to the next along the gradient can 
be neglected. However, environmental change is occurring 
at rates that render this assumption problematic. It has been 
theoretically demonstrated how high rates of environmental 
change alone can trigger catastrophic responses in ecological 
entities (Wieczorek et al. 2011, Ashwin et al. 2012). On the 
other hand, empirical evidence suggests that acclimation – a 
time-dependent process – can alter the impact of environmen-
tal change on organisms (Kremer et al. 2018, Sohlström et al. 
2021). Hence, theory and data exist to support the notion that 
environmental change amounts to more than its magnitude.

We aim to highlight the potential for rates of environmen-
tal change to induce catastrophic outcomes in ecology and to 
guide experimental studies on how to best approach this topic. 
In the following sections we first elaborate on the significant 
differences between magnitude-induced and rate-induced 
tipping. We then describe ecologically relevant examples of 
rate-induced tipping. Finally, we present a framework to guide 
experimental studies on rates of change in ecology based on an 
operational definition of rate-induced transitions. By present-
ing a clear definition and developing a standard framework, 
we aim to stimulate the debate on and facilitate the study of 
rate-induced phenomena in ecological systems.

B- versus R-tipping behaviour in ecology

The notion that the magnitude of an external driver crosses 
a critical threshold which causes a regime shift has drawn a 

lot of attention in ecology (Scheffer 2009). Such catastrophic 
transitions are mediated by a bifurcation in the underly-
ing system, referred to as bifurcation-tipping or B-tipping 
(Scheffer 2009, Ashwin et al. 2012, Box 1). While such 
transitions in principle can also be smooth – the system state 
changing smoothly with a continuous shift in the forcing 
parameter (Kéfi et al. 2013) – when talking about tipping, 
we refer to abrupt or catastrophic regime shifts. These lead 
to the functional and structural re-organisation of the eco-
logical entity. Additionally, once a critical threshold in the 
magnitude of the forcing parameter is crossed, the transition 
might not be easily reversed (Scheffer and Carpenter 2003, 
Hughes et al. 2013).

Prominent examples are shallow lake systems exhibiting 
shifts between a clear water state and a turbid state dominated 
by phytoplankton caused by eutrophication (Scheffer et al. 
1993, Scheffer and Carpenter 2003); the shift of marine 
coastal systems to an alternative depauperate state caused 
by the over-exploitation of top predators (sea otters) (Estes 
and Palmisano 1974, Jackson et al. 2001, Estes et al. 2011); 
or the more frequent occurrence of cyanobacterial blooms 
in lakes due to warming and eutrophication causing dras-
tic shifts in the community composition of aquatic systems 
(Wilkinson et al. 2018).

However, B-tipping operates under the assumption of 
equilibrium dynamics. Thus, the ecological entity is assumed 
to have attained its equilibrium for each value of the forc-
ing parameter and we observe a transition between equilib-
rium points along the environmental gradient. In this sense, 
B-tipping neglects the temporal aspect of the change in the 
environmental conditions, which can be problematic if the 
dynamics are sensitive to this rate of change (Ashwin et al. 
2017). Thus, B-tipping theory covers the potential tipping 
behaviours only when R-tipping cannot occur (e.g. ‘forward 
basin unstable’ systems, Ashwin et al. 2017, der Bolt and van 
Nes 2021). Otherwise, B-tipping cannot deal with the aspect 
of temporal change in the forcing parameter and a different 

Box 1. Tipping

B-tipping. Bifurcation-induced tipping occurs when the 
system (e.g. ecological entity) shifts to an alternative 
state once a critical threshold in magnitude of an exter-
nal driver is crossed.
R-tipping. Rate-induced tipping occurs when the 
dynamics of the system are unable to track the changes 
in the attractor due to an increased rate of change in the 
external forcing parameter. The system exhibits a tip-
ping response when the rate of change exceeds a critical 
threshold and departs from the neighbourhood of the 
attractor.

 16000706, 2023, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/oik.09616 by C

ochrane G
erm

any, W
iley O

nline L
ibrary on [30/05/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Page 3 of 11

mathematical formalism is required to study rates of environ-
mental change as external forcing parameters.

The theory of rate-induced tipping (or R-tipping) describes 
how high rates of change in the forcing parameter cause the 
departure of the dynamical system from the stable attractor 
(or the quasi-stable attractor), when this rate exceeds a criti-
cal value (Ashwin et al. 2012, Box 1, Fig. 1). This departure 
can cause a regime shift in the classical sense with the system 
settling on an alternative attractor (Alkhayuon and Ashwin 
2018, Gil et al. 2020, Chaparro-Pedraza 2021). In this case, 
the transition occurs prior to the environment crossing a 
critical threshold in its magnitude of change (Fig. 1A, red 
line). The underlying dynamics determined by the time-
invariant parameters would not change and hence the mag-
nitude threshold would remain unchanged (O’Keeffe and 
Wieczorek 2020); the transition would be caused solely by 
the extent of the departure of the ecological entity’s state from 
the stable attractor, caused by the inability to track the rate of 
environmental change (Fig. 1B, solid red line).

Significantly, however, the occurrence of R-tipping does 
not necessitate the presence of an alternative state (Luke 
and Cox 2011, Wieczorek et al. 2011, Siteur et al. 2016, 
Vanselow et al. 2019). Two potential scenarios emerge in this 
case. Either the environmental change ceases and the depar-
ture from the stable attractor precedes a return to the original 
attractor, albeit after a transient excursion into potentially 
dangerously low population densities (Vanselow et al. 2019). 
Alternatively, if environmental change continues to unfold at 

above critical rates, a catastrophic departure from the current 
attractor could occur, triggering a cascade of species extinc-
tions (Fig. 1B, dashed red line).

It is worth noting that the outcome of the B- and 
R-tipping could appear identical, i.e. as a transition to an 
alternative state. Thus, in an ecological setting without prior 
knowledge of the dynamics or the environmental driver, 
attributing an apparent regime shift to B- or R-tipping 
would be extremely hard. Being able to make this distinc-
tion could become possible if we take rate of change into 
account in empirical studies and aim to gain a better under-
standing of rate-induced phenomena. In this study we aim 
to facilitate this process. Therefore, we start from the causal 
difference identified in the theoretical studies, seek proper-
ties specific to rate-induced tipping and argue for the design 
of experiments accordingly.

There is a clear and significant difference in causal factors 
leading to B- versus R-tipping: exceeding a critical magnitude 
versus exceeding a critical rate of change in an external param-
eter, respectively. Therefore, R-tipping can be triggered by 
continuously increasing rates of change in an external driver 
such as ambient temperature or atmospheric CO2 concentra-
tions – known drivers of the current ecological crisis – even 
if the magnitude of this driver remains below a B-tipping 
threshold. Hence, we utilise R-tipping theory to improve 
our understanding of ecological dynamics in the context of 
currently observed increasing rates of environmental change 
(Joos and Spahni 2008).

Figure 1. Illustration of how change in a forcing parameter can induce tipping in the ecological entity. We focus on bifurcation-induced 
tipping (B-tipping) and rate-induced tipping (R-tipping), i.e. we do not consider noise- or shock-induced tipping (Ashwin et al. 2012, 
Vanselow et al. 2019). (A) Change in external conditions (forcing parameter) over time. The two curves illustrate how environmental condi-
tions can change at a constant rate (green line) or at an increasing rate (red curve). There exists a critical threshold in the magnitude of 
change, mB, such that if the external conditions cross this threshold, B-tipping occurs at time tB (green line). Independently, there exists a 
critical rate of change, which is determined as the magnitude of change over time, i.e. when the slope equals that of the dashed black line. 
When external conditions change faster (i.e. when the slope becomes steeper than the dashed black line’s slope) R-tipping will occur at time 
tR (red curve). Notice that the green line has a shallower slope than the critical rate of change, therefore, no R-tipping occurs. In this 
example, we assume that conditions continue to change at an accelerating pace even after crossing the critical rate. (B) The corresponding 
responses to the changing conditions. When change is ‘slow’ the dynamics will track the (quasi-)static attractor. Once external conditions 
cross the magnitude threshold mB at time tB, B-tipping occurs and forces the ecological entity into the alternative basin of attraction (green 
curve). If the rate of change increases, the dynamics cannot track the (quasi-) static attractor (red curve). If the rate of changing conditions 
exceeds a threshold, then R-tipping occurs at time tR. We illustrate two different outcomes, which are not exhaustive: the dynamics settle in 
the alternative basin of attraction (solid red curve) or they cannot settle on an alternative attractor (especially if the rate of change remains 
above the critical threshold), causing a catastrophic collapse of the ecological entity (dotted red curve).

 16000706, 2023, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/oik.09616 by C

ochrane G
erm

any, W
iley O

nline L
ibrary on [30/05/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Page 4 of 11

Examples for rate-induced transitions in 
ecology

A characteristic property of R-tipping is the coupling of fast 
and slow processes, which implies a separation of timescales 
(Ashwin et al. 2012). In a general theoretical treatment of 
pair–wise trophic interactions, R-tipping has been shown to 
occur when the resource species have fast dynamics relative to 
consumers (Siteur et al. 2016, Vanselow et al. 2019). Thus, 
the former can track rapidly deteriorating environmental 
conditions, while consumer behaviour corresponds to earlier 
(and higher) resource abundances. This lag causes the overex-
ploitation of resources and the collapse of the community as 
the abundance of the resource species decreases.

In a similar way, the sustained macro-algal bloom in 
Caribbean coral reefs in the 1990s has been attributed to the 
rate of algal growth relative to consumption by grazers (sea 
urchins) (Scheffer et al. 2008). Long-term eutrophication 
and overfishing of grazers, though not sufficient to cause a 
regime shift, pushed the system close to bifurcation, thereby 
making it more susceptible to a transition. A rapid increase in 
nutrient availability due to a hurricane, stimulated fast algal 
growth. With grazers too slow to establish effective top–down 
control due to a disease outbreak, a regime shift to algal dom-
inance occurred. We should note that this scenario combines 
multiple stressors and different types of tipping (B-tipping, 
R-tipping and extreme events); however, the transition is 
ultimately caused by the fast algal growth – due to sudden 
enrichment – relative to consumption by grazers.

Two recent theoretical studies have investigated rate-
induced phenomena in the context of aquatic systems 
(Gil et al. 2020, der Bolt and van Nes 2021). In a model of 
phytoplankton population dynamics, using realistic param-
eter values, evidence for potential R-tipping was found (der 
Bolt and van Nes 2021). In particular, assuming that algal 
growth has a hump-shaped dependence on light intensity, 
when light intensity increased rapidly the phytoplankton 
went extinct, being unable to track this change. Further, the 
authors suggest that the model can be tested experimentally 
in a chemostat.

More recently, in a model with fish as consumer and 
algae and corals as competing resources, the rate of fishing 
– rather than the amount of fish removed (i.e. the magni-
tude of change) – caused the loss of corals to algae (Gil et al. 
2020). When fish were removed at a rate which could not be 
compensated by growth through the consumption of algae, 
the fish went extinct. Thus, algae colonised the corals unin-
hibited. The same amount of fishing occurring over longer 
time (i.e. lower rate) did not lead to the extinction of fish 
and corals.

For terrestrial systems, woody encroachment in tropi-
cal woodlands can be ascribed to the increased recruitment 
of woody plants during high rainfall years (Holmgren and 
Scheffer 2001, Holmgren et al. 2013). There, yearly rainfall 
concentrated in shorter time windows (i.e. increased inten-
sity) can cause a mass colonisation of woody vegetation at 
a rate that can evade top–down control from herbivores or 

damage from fires, ultimately causing the encroachment of 
grasslands by woody plants (Scheffer et al. 2008, Kulmatiski 
and Beard 2013, Synodinos et al. 2018).

An interesting aspect in the context of R-tipping is the per-
sistence of species through trait adaptation. Chaparro-Pedraza 
(2021) explored different organisational levels (population, 
predator–prey interaction and ecosystem) in which trait evo-
lution could shift B-tipping along the forcing parameter gra-
dient, thus creating a different range for bi-stable dynamics. 
Within the bi-stability regions, it was demonstrated how the 
relative rates of environmental change and evolution could 
lead to different outcomes (regime shift, transient collapse). 
In the absence of alternative states, Vanselow et al. (2021) 
demonstrated how sufficiently fast adaptation could prevent 
resource densities from dropping to dangerously low levels, 
which would constitute an effective extinction of the com-
munity. This study represents an example of indirect ‘evolu-
tionary rescue’ where the adaptation of a predator trait (attack 
rate) led to the persistence of the resource species. It is worth 
noting that adaptations which improve survival chances (e.g. 
predator defence) are expected to trade-off with ecological 
processes such as lower reproduction, which might limit the 
ability to adapt to environmental change (Catalina Chaparro 
Pedraza et al. 2021).

There is also experimental evidence on the significance of 
rates of environmental change with respect to ‘evolutionary 
rescue’. In a study of bacteria, rates of temperature increase 
induced different outcomes in the short-term compared to 
the long-term (Liukkonen et al. 2021). Strains subjected to 
slow warming had greater population growth and biomass in 
the short-term; however, long-term survival was higher in the 
strain subjected to fast warming. The authors attributed this 
to correlated selection. In a different experiment, the realisa-
tion of mutations allowing bacterial survival depended on the 
rate of antibiotic addition, with certain adaptive mutations 
failing to manifest under too great rates of antibiotic increase 
(Lindsey et al. 2013).

Not all of the highlighted studies were undertaken 
within the context of R-tipping. This is also true of exist-
ing frameworks. One is based on the notion of climate 
velocity, which measures the direction and speed of species 
range shifts required to stay within their climatic window 
(Brito-Morales et al. 2018). Thus, studies of climate veloc-
ity can quantify the impacts of the rate of climate change 
on species persistence (Loarie et al. 2009, Burrows et al. 
2011, Garciá Molinos et al. 2016). Similarly, a framework 
for ecological conservation based on rates of environmental 
change was recently developed, seemingly independently of 
the R-tipping formalism (Williams et al. 2021). The authors 
identified rates, rather than states, as the most important 
indicator conservation efforts should revolve around. As 
with R-tipping, three potential responses to rates of change 
were postulated: ecological entities 1) adjust to and follow 
climate change, 2) follow climate change at a slower pace, 
creating an extinction or evolutionary debt or 3) do not 
respond to climate change until an abrupt shift to a new 
regime is forced.
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Rate-induced tipping in published studies

We performed a narrative literature review (based on key-
words such as ‘rate of change’ or ‘rate-induced transition’), 
selecting studies which explicitly investigated the impact of 
the rate of change in a forcing parameter on a target variable. 
We found 27 studies that met our selection criteria (see the 
Supporting information for more information on keywords, 
descriptions, etc.). Within certain studies multiple target 
variables were investigated or distinct models compared; we 
treated these as independent data which increased the total 
number of data points to 34. From our review, we created 
the following categorical predictive variables with sufficient 
repetition between the studies to allow for a statistical analy-
sis: level of ecological organisation (organism, population, 
community, ecosystem/biome), kingdom (bacteria, fungi, 
plants, animals), ecosystem type (terrestrial, aquatic) and 
study type (experiment, observation, model). Increasing rate 
of warming was the most common driver, though others such 
as rising antibiotic and CO2 concentrations or decreasing 

precipitation were present. We defined the response variable 
as ‘no effect’, ‘no tipping’ (dynamics track the equilibrium) or 
‘tipping’ (dynamics cannot track the equilibrium), and used 
the conditional inference tree algorithm of machine learning 
(Hothorn et al. 2006, Ryo and Rillig 2017), which classi-
fied the studies into subgroups based on the categorical vari-
ables (Fig. 2). Given the limited sample size, we employed 
the machine learning algorithm to uncover any interesting 
patterns from the qualitative attributes of the literature and 
to stimulate further studies, rather than identify general and 
robust patterns.

Study type was the strongest predictor, among the other 
variables, to explain the outcome (tipping or no tipping) of 
the rate of environmental change: modelling studies were 
most likely to produce ‘tipping’, while lab and observational 
studies had mixed outcomes. This could indicate a certain bias 
towards tipping outcomes in theoretical approaches, explic-
itly designed to investigate this phenomenon. At a second-
ary level, under modelling studies, the level of organisation 
was the best predictor, with community level studies always 

Figure 2. Conditional inference tree algorithm of machine learning for 27 studies analysing rate-induced changes, leading to 34 data points 
due to multiple experiments or models in certain studies. Study type was the strongest predictor to distinguish ‘tipping’ (i.e. N.L.) from ‘no 
tipping’ (L) outcomes, with modelling studies being a good predictor of ‘tipping’. Within the modelling studies, ‘level of organisation’ best 
split ‘tipping’ from ‘no tipping’ with ‘community’ being the strongest predictor. Under the other study types (‘lab’, ‘observation’), ‘habitat’ 
was the next best predictor; ‘tipping’ occurring more often in ‘terrestrial’ than in ‘aquatic’ habitats.
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yielding tipping. Ecosystem and population level studies pro-
duced both outcomes, though tipping was more common. 
For lab and observational studies habitat was the next best 
predictor of tipping. There, studies in terrestrial habitats pro-
duced most tipping results, with aquatic habitats having a 
low prevalence of tipping.

However, we should remark that the very limited sam-
ple size (n = 36) and the potential bias of including certain 
processes (e.g. separation of timescales) in the modelling 
studies limit the generality of our findings. This highlights, 
once more, the necessity for further analyses and specifically 
designed studies. At the same time, we emphasise that we did 
not intend to conduct a full meta-analysis (i.e. statistically 
analysing effect sizes while accounting for sample variance). 
Rather, we aimed to support our findings from the literature 
review in a semi-qualitative manner using machine learning. 
To augment this statistical approach, we performed a quali-
tative analysis of the data (Supporting information), which 
also demonstrated that ‘models’ were most likely to produce 
tipping outcomes, with ‘community’ also strongly favouring 
tipping. The benefit of applying the statistical approach was 
to reveal connections between the different classes that could 
predict tipping outcomes. Nevertheless, we emphasise that 
our results were valuable in identifying patterns and moti-
vating further investigation, but should not be considered as 
robust evidence in favour of a specific pattern.

Spatial processes can buffer against rate-
induced tipping

The review by Williams et al. (2021) in the context of species 
distribution patterns in response to environmental change 
identified certain characteristics which can partially deter-
mine the impact of rates of change. For instance, the spatial 
properties of the environment (i.e. heterogeneity) can buffer 
against the temporal aspect of change (e.g. rate of warming). 
In particular, spatial heterogeneity increases the likelihood 
that some patches will be less affected by temporal changes in 
the environment, thus providing suitable refugia.

Movement (i.e. dispersal, migration) is a known buffer-
ing mechanism against detrimental conditions (Thomas et al. 
2004) and has been linked to the notion that species will 
need to shift their ranges in order to follow favourable cli-
matic conditions (Burrows et al. 2011, Sunday et al. 2015). 
Both marine and terrestrial species that cannot adapt fast 
enough due to the rate of warming, have been shifting their 
ranges towards higher elevations or latitudes (Parmesan and 
Yohe 2003, Chen et al. 2011, Pecl et al. 2017); though cer-
tain species may be able to both adapt and move simulta-
neously (Socolar et al. 2017, Román-Palacios and Wiens 
2020). If species cannot physically move at a rate which 
tracks the climatic shifts, they face a high risk of extinction 
(Parmesan et al. 1999, Devictor et al. 2008, Feeley et al. 
2011, Fadrique et al. 2018).

Thus, we can hypothesise that dispersal and migra-
tion rates will have to increase in line with the rate of 

environmental change. In this sense, dispersal and migration 
rates may be an important trait to monitor in relation to the 
response of populations to increased rates of environmental 
change (Perron et al. 2008); a mismatch between the rate of 
environmental change and movement rates could indicate a 
potential risk.

Eco-evolutionary processes in the context 
of rate-induced tipping

The study by Williams et al. (2021) also found indica-
tions that small body-size, life history (juvenile stages) 
and the number of facilitative interactions could increase 
the sensitivity to rates of environmental change. Multiple 
lines of inquiry would be necessary to fully investigate the 
mechanisms involved in generating this sensitivity. On 
the one hand, these properties refer to different levels of 
organisation (organism, population, community, respec-
tively), on the other hand they could be related to various 
processes mediating the response to rates of change. For 
instance, smaller organisms, particularly terrestrial ones, 
may be more dispersal-limited, making them more vul-
nerable to environmental change (Williams et al. 2021). 
However, they also tend to be the ones with shorter 
generation times, which may provide the ability of local 
adaptation via evolutionary processes. The role of such 
eco-evolutionary feedbacks has already been explored in 
theoretical approaches, which demonstrated how genetic 
variability within populations can be vital in generating an 
adaptive response to high rates of environmental change 
(Chaparro Pedraza et al. 2021, Chaparro-Pedraza 2021, 
Vanselow et al. 2021). Therefore, a broader investigation 
of the ability of species to track increasing rates of envi-
ronmental change will have to involve the study of eco-
evolutionary feedbacks.

A common framework for the study of 
rate-induced tipping in ecology

Similar to the identification of evolutionary-driven con-
sumer–resource dynamics which, once found, led to the 
re-assessment of observed dynamics in previous studies 
(Hiltunen et al. 2014), the occurrence of rate-induced tip-
ping might also have gone unnoticed or been misclassified in 
the past (see discussion in Vanselow et al. 2019). The collec-
tion of studies presented above illustrates the potential sig-
nificance of R-tipping in ecology and the rising interest on 
the topic. However, we currently lack a common framework 
within ecology that would promote generalisations through 
a shared terminology and understanding of the underlying 
theory. Moreover, it would be important to identify which 
characteristics of ecological entities increase or decrease the 
likelihood of rate-induced transitions so as to guide tar-
geted studies in the future (der Bolt and van Nes 2021, 
Williams et al. 2021).
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To facilitate effective studies on rate-induced transitions 
we provide a practical guide to the mathematical concept of 
R-tipping in an ecological context. Thus, we create an opera-
tional definition of R-tipping:

A transition classifies as a rate-induced transition if the 
rate of change in the environmental driver induces a cata-
strophic response of the ecological entity, when the magni-
tude of change alone would not.

Based on this definition, the following points should guide 
ecological studies on rate-induced transitions:
1) The response of an ecological entity to environmental 

change should always be analysed considering the magni-
tude as well as the rate of change.

2) Rate-induced transitions should be investigated at differ-
ent rates and magnitudes, seeking for thresholds along a 
continuum rather than by picking extreme scenarios of 
slow and rapid change.

The above points enable the design of empirical studies 
suited to distinguish the cause of transitions between mag-
nitude and rate of change, determine critical rates of change 
and assess the likelihood of rate-induced transitions for dif-
ferent ecological entities.

Experiments investigating rates of change by varying both 
the magnitude and the duration of a treatment in a full fac-
torial design could help to assess critical rates of change of 
specific environmental drivers like temperature for specific 
species (Fig. 3). If a tipping point in the magnitude of change 
is known to exist, then varying rates of change while keeping 
the magnitude of the forcing variable below this threshold 
could determine the potential for rate-induced transitions.

Such studies could be extended to the community level, 
starting with pair-wise interactions like competition or pre-
dation. In competitive communities, high rates of environ-
mental change can induce responses in individual species 
which can alter the competitive balance of the community. 
For instance, the root niche hypothesis represents a competi-
tion-based explanation for tree–grass coexistence in savannas 
(Kulmatiski and Beard 2012, Ward et al. 2013). According 
to this hypothesis, grasses take up water from the upper soil 
layer while trees use longer roots to access water deeper into 
the soil, leading to long-term coexistence. One could test how 
increasing rates of rainfall (i.e. a fixed amount over a shorter 
period, rainfall intensity) could impact this coexistence. First, 
experiments should establish whether any thresholds exist in 
how mixed tree–grass populations respond to different total 
amounts of rainfall spread over a long time-window. In a 

Figure 3. A visualisation of how to investigate increasing rates of change in environmental conditions. The rate of change in the treatment 
(i.e. environmental conditions) equals the change in magnitude over the duration of the treatment. One can investigate the same increase 
in the rate of change by either increasing the magnitude of change (B) or by reducing the treatment duration (C). (A) The control: the 
change in conditions is δC = C2–C1 within a time of δt = tj–ti. (B) Increasing the rate of change by increasing the magnitude of the treat-
ment, δC = C3–C1, while keeping the duration δt constant. (C) Increasing the rate of change by reducing the treatment duration δt = tj–t1 
and preserving the magnitude of δC. If the responses to increasing the rate of change differs between increasing the magnitude of environ-
mental change (B) or reducing the treatment duration (C), this could disentangle the impact of magnitude and rate of change.
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second step, keeping the total amount of rainfall fixed, the 
rainfall intensity should be increased incrementally, by reduc-
ing the time window of rainfall to simulate expected effects 
of climate change (Ma et al. 2015). R-tipping could occur 
as a result of the faster grass response outcompeting trees 
(Xu et al. 2015). However, if water percolates too fast into 
deeper soil layers, then tree colonisation could become the 
faster process and R-tipping would result in woody encroach-
ment (Holmgren and Scheffer 2001, Scheffer et al. 2008, 
Holmgren et al. 2013).

Like competitive interactions, trophic interactions will be 
impacted by the rates of change in environmental drivers. For 
instance, the effects of the rate of increasing mean tempera-
ture could be studied using the experimental setup suggested 
above. First, the thermal limits of prey and predator (for the 
given prey) should be established. Then, within the thermal 
range of coexistence, the effects of different rates of tem-
perature increase should be explored. This could lead to an 
outright catastrophic collapse, similar to that demonstrated 
by Vanselow et al. (2019) as a consequence of a reduction 
in prey carrying capacity. In systems with alternative stable 
states, too, rates of change could force transitions prior to the 
magnitude of change crossing a threshold. Recently, it was 
demonstrated how species performance curves with optima 
(i.e. unimodal) could be conducive to rapid rates of environ-
mental change causing a transition to an alternative state (der 
Bolt and van Nes 2021). Given that thermal performance 
curves tend to be unimodal (Englund et al. 2011, Rezende 
and Bozinovic 2019), this raises questions about the potential 
for rapidly increasing mean temperatures to induce drastic 
changes in trophic communities.

Food chains can also be intrinsically prone to catastrophic 
collapses through an emergent Allee effect induced from 
specific prey life-history traits (e.g. size-dependent growth 
and mortality) (De Roos and Persson 2002, De Roos et al. 
2003). In such cases, rates of environmental change that can 
significantly impact such traits (e.g. rapid warming reducing 
resource population growth) can lead to rate-induced popu-
lation collapses, with deleterious effects for the food chain.

Any increase in complexity of the ecological entity will 
require significantly more laborious experimental setups. For 
this reason, we have focused on local and pair–wise inter-
actions. These can form the basis for any extensions to the 
exploration of R-tipping in ecology. As we alluded to above, 
migration or dispersal should also be considered, ideally fol-
lowing the assessments on critical rates described above, as a 
buffering mechanism both in isolation (e.g. migration rates, 
(Higgins et al. 2003, Stefan et al. 2015)) and in the context 
of eco-evolutionary feedbacks (Faillace et al. 2021). Moreover, 
non-tipping responses at lower levels of ecological organisation 
could yet induce R-tipping when considered within a more 
complex system, especially since higher complexity increases 
the likelihood of differences in response rates leading to com-
plex community feedbacks. Such complex feedbacks can – and 
have been – approached via modelling studies, however, often 
in a rather abstract way. We can hope that as more empiri-
cal evidence becomes available, the modelling assumptions 

will become more realistic and better suited to specific eco-
logical scenarios. The insights gained from combining mod-
els and simple experiments should elaborate on how different 
mechanisms may interact (e.g. adaptation and predation) to 
produce rate-induced responses (e.g. loss of genetic variance) 
in nature. Ultimately, this could facilitate the development of  
appropriate tools to search for rate-induced phenomena in 
observational data.

Conclusion

Increasing temperature, rising CO2 levels and other envi-
ronmental changes are occurring at unprecedented, and still 
increasing, rates. In this study we highlighted how, beside the 
magnitude, the rate of change in an external driver can trig-
ger catastrophic outcomes. The mathematical formalism of 
rate-induced tipping (R-tipping) provides a theoretical foun-
dation for understanding such phenomena. Examples on the 
occurrence of R-tipping exist from experimental as well as 
observational studies. Yet, R-tipping in ecology remains largely 
understudied. We presented a framework to facilitate and 
stimulate experimental studies in search of rate-induced transi-
tions and corresponding critical rates of change in ecological 
entities. To this end, we proposed an operationalised definition 
of rate-induced transitions, from which we deduced guidelines 
for their study. Combining observational studies over time and 
space with experimental studies will help to assess the poten-
tial of rate-induced transitions in determining the responses of 
ecological entities to environmental change and facilitate the 
development of appropriate mitigation strategies.

Glossary

Alternative stable states/attractors – When more than one dynamical 
attractor coexist for a fixed set of system parameter values. This 
parameter range is also known as hysteresis area in the bifurca-
tion diagram.

Bifurcation – When small, smooth changes to the forcing param-
eter cause a sudden, qualitative change in system dynamics due 
to changes in the stability properties of an attractor.

Dynamical system – A differential/difference (time continuous/dis-
crete) equation system, defining the dynamical rules of the 
changes of all state variables over time. State variables can, for 
example, be the biomass of an individual, of populations or of 
multiple species representing a functional group or a commu-
nity. Dynamical systems provide predictions on the immediate 
future values of all state space variables on the basis of their 
present values.

Ecological entity – The object of study which can range from an 
individual organism to a whole ecosystem.

External driver/forcing parameter – The general environment where 
the system is located. Typically, there exists no feedback between 
the ecological entity and forcing parameter, which are thus con-
sidered external.

Regime shift – A qualitative change in the system state. Regime shifts 
can be smooth, i.e. the quantitative behaviour changes smoothly 
with respect to the parameter (with an underlying smooth 
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bifurcation), or catastrophic, i.e. the behaviour changes abruptly 
(with an underlying catastrophic bifurcation), so even a small 
change in the environmental parameter can result in a large 
change in the dynamic behaviour.

Stable state/attractor – The dynamical regime/state a dynamical sys-
tem settles on in the long term, after the transient dynamics 
phase. Examples of such attractors are fixed point equilibrium, 
limit cycle (periodic oscillations) or a strange attractor.
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